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Abstract—The DNS Security Extensions (DNSSEC) are among inherent heterogeneity in the operations of DNS by differen
the first attempts to deploy cryptographic protections in autonomous administrations. Along the way, we also offer

an Internet-scale operational system. DNSSEC applies well g,qqestions on how to address some of these open challenges
established public key cryptography to ensure data integty and ] imol t effective techni
origin authenticity in the DNS system. While the cryptograghic using simple yet efieclive techniques.

design of DNSSEC is sound and seemingly simple, its develop- The main contributions of this paper are three-fold. Firgt,
ment has taken the IETF over a decade and several protocol document and classify the challenges in the DNSSEC deploy-

revisions, and even today its deployment is still in the eaylstage ment and operations; to date many of such issues have only
of rolling out. In this paper, we provide the first systematic ex- been discussed in various informal channels (e.g., mdititg

amination of the design, deployment, and operational chadéinges . N
encountered by DNSSEC over the years. Our study reveals a expired Internet drafts, or personal communications)o8egc

fundamental gap between Cryptographic designs and Operajha] we Critica”y analyze the Continuous eﬁorts in the DNSSEC
Internet systems. To be deployed in the global Internet, a community for addressing these operational challenged, an

cryptographic protocol must possess several critical progrties offer our own solutions for some of the open issues. Finally,
including scalability, flexibility, incremental deployability, and and perhaps most importantly, we summarize the evolution of

ability to function in face of imperfect operations. We beleve - . .
that the insights gained from this study can offer valuable nputs DNSSEC into a set of design lessons, which we hope can help

to future cryptographic designs for other Internet-scale ystems. the designs of other cryptographic systems to be deployed on
the Internet.

The rest of the paper is organized as follows. Section I
l. INTRODUCTION provides background information on the design of DNS and
Cryptographic mechanisms can provide effective meaBNSSEC. Section Il discusses the design and deployment
to secure the Internet, and the DNS Security Extensioosallenges from DNSSEC's hierarchical PKI. Section IV an-
(DNSSEC) [2], [4], [3] are among the first attempts to addlyzes the issues due to DNS caching. Section V identifies
cryptographic protection into one of the Internet’s corsteyns challenges from heterogeneous operational practicesioSec
(the DNS). The goal of DNSSEC is to add data integrity andl reviews these operational issues in the context of actual
origin authenticity to DNS query replies so that users cdDNSSEC deployment data, and Section VIl discusses the root
verify that the answers received are indeed originated frarause of these challenges and the importance of distributed
the intended DNS server and have not been altered. Secumimgnitoring. Section VIII discusses the related work. Hipal
the DNS service not only can defeat emerging threats lil&ection IX concludes the paper with several design lessons
DNS hijacking and cache poisoning but also may providelearned from our study.
foundation for deploying other cryptographic-based sé&gur
applications. Specifically, the DNS can be used to store and Il. BACKGROUND

serve the public keys of various entities. After twelve yealr 114 pomain Name System (DNS) [18], [19] is a distributed
development efforts by IETF, the DNSSEC standards WelRiabase that maps host names sual ’ucl a. eduto IP

Linallized in Mar(;h 200.5 anrc]i a rtl)umber lffdtestbgds,h pill%tddresses and provides a wide range of other mapping service
eployments, and services have been rolled out in the ?ﬁhging from email to geographic locations. Virtually ewer
Internet application relies on looking up certain DNS data.

©RShis section we introduce a basic set of DNS terminology

accumulated _by the DNSSEC de\(elopment community aQich is used throughout the text, followed by an overview of
present the first systematic examination of the design, fic DNS Security Extensions

ployment and operational challenges DNSSEC has encoun-

tered over the years. However the goal of our study is )

not only to document how these challenges manifest, byt Pomain Name System

more importantly to understand where they come from. We All DNS data is stored in core data structure called
show that many challenges arise from a few fundamentlResource RecordRR), and each RR has an associ-
factors: the large scale and distributed nature of the dipe@ ated name, class, and type. For example, an IPv4 ad-
DNS system, the existence of DNS data caching, and tbeess forww. ucl a. edu is stored in an RR with name



www. ucl a. edu, class IN (Internet), and type A (IPv4 ad- M Ressverscaches
dress). The set oélll RRs associated with the same name, i Cache
class, and type is called aResource Record S€RRset). NSEC, |oluealcluen | Dua(TL

Since DNS resolvers issue queries for name, class, and type com /. \ e
tuples, they are inherently querying for RRsets (and not TONS D] e |

individual RRs). For example, when a browser queries for B o o Cache @
(wmv. ucl a. edu, |I'N, A), the reply will be the RRset for v . [ owmmm :
www. ucl a. edu with all of the IPv4 addresses for that name. Autboriatp Daegaion | e S LS
Thus, the smallest unit that can be requested in a query is an REECY | 8

RRset, and all DNS actions including cryptographic sigresu
discussed later, apply to RRsets rather than individual. RRSg- 1. An illustration of the DNSSEC system.
The global DNS is a distributed database organized in a
tree structure. At the top of the tree, the root zone delsgate
authority totop level domainsuch as. com . net, . org, example) to enable each zone to prove the authenticity and
and. edu. The. comzone then delegates authority to creattegrity of its DNS data. To do so, each zone creates a
i bm com . edu delegates authority to createcl a. edu, Public-private key pair, stores the public key in a new RRetyp
and so forth. The information repository that makes up the déalled DNSKEY RR, signs its data (in units of RRsets) using
main database is divided into sections calteties Each zone the private key, and stores the signatures at the autheeitat
belongs to a single administrative authority and is serwed Bervers in another new type of RRs, called RRSIG. Whenever
multiple authoritative name servers to provide name réoiu DNSSEC-enabled server returns an RRset, it also returns
services for all names in the zone. By definition, a zone ci companion signature. A resolver uses the zone's public
contain one or more connected domains in the DNS name trkgy to verify whether a received RRset matches the signature
in practice, many zones contain only one domain-this is tRematch indicates that the RRset was indeed originated from
case for top level domains as well as large domains in genefBft zone and was not altered in transit. To resist replay
In the rest of this article, we use the terms domain and zof#acks, each signature carries an expiration time, specifi
interchangeably when a zone contains a single domain. by a definitivetimestamp, and becomes invalid beyond this
Every RRset in the DNS belongs to a specific zone andtj_@estgmp. Accordingly, the_ cache discards an RRset when
stored at the nameservers of that zone. For example, thet RF&erits TTL or the companion signature expires, whichever
for (www. ucl a. edu, IN, A) belongs to theucl a. edu Ccomes first.
zone and stored in thecl a. edu nameservers. Two impor- 10 verify the signature of an RRset, a resolver can query
tant types of RRs, the NS RRs which hold the names 8fzone for its DNSKEY RRset. To verify the keys, DNSSEC
DNS servers, and the corresponding A RRs which hold the Igverages the existing DNS delegation hierarchy to proeide
addresses of the NDS servers (called “glue records”), playP4blic-Key Infrastructure (PKI). In this PKI, each parennhe
critical role in establishing and maintaining the DNS hiergy. Signs its children zones’ DNSKEY RRswhile the public
The NS RRset of each zor&is stored both locallgndat the key of the root zone is distributed to all resolvers in a secur
parent zoneP, so that the parent zone can refer the queries f8Ht-0f-band mechanistnAs such, starting from a root zone's
7's DNS names taZ’s DNS servers. When a zone Changegublic key, resolvers should be able to walk down the DNS
any of its DNS servers, it must notify its parent to update tHdierarchy and verifying the public keys for each zone aldreg t
NS RRset and A RRset stored at the parent zone. way. For example theoot public key is used to authenticate
End users and applications resolve a DNS name by queryﬁ'ﬁ‘@ org public key, which in turn is used to authenticate the
the DNS for the corresponding RRset. Typically, a simp/€0-0rgpublic key, and so on.
stub resolver is implemented on every host which sendsIn addition to authenticating RRsets through RRSIGs, a
DNS queries to a locataching resolverwhich takes the zone must also provide authenticated answers when it ezeiv
responsibility of walking the DNS hierarchy to get the finaflueries for RRsets that do not exist. Because of the desire to
answer and then sends the answer back to the stub resol&gep the private keys offline, upon receiving the query for a
non-existing name, a zone cannot sign a denial of existence
) . response in real time. Instead, authentication of denial of
B. DNS Security Extensions existence is achieved in the following way. A zone first sorts
DNS was designed without security as a central concenll the existing names in a canonical order, then createsRan R
and a variety of possible attacks against DNS have beeha new type, called NSEC, for each of its names, and signs
identified [6]. An attacker can exploit these vulneralsktito
inject spoofed DNS data and re-direct user traffic (e.g., Web'The exact mechanism is slightly more complex: the parent atores and
browsing) to incorrect and often malicious sites, leading £i9nS @ DS RR thatis a hash of one of the child’s DNSKEY RRsti@ed|-A
. . . . . discusses DS RRs in more detail.
various denial of service and/or security breaches. A Betai ~ 2ajinough this approach looks similar to that used in distiiby the
threat analysis for DNS can be found in [5]. To defend againBhs root servers' IP addresses, one fundamental differdrere is that

these threats, the DNS Security Extensions (DNSSEC) is @a/ptographic keys need to be changed periodically, howievey the period
may be, while the IP addresses for root servers do not hasedhuirement.

signed t_o_achieve two Security goadiata integrityandorigin Rolling over the root public keys requires updatinf DNS resolvers on
authenticity DNSSEC uses public-key cryptography (RSA fomternet; how to do it effectively remains an open issue.



foo. com practice: scalability, handling data that crosses aditnatige

foo. com . boundaries, coordination across these boundaries, ame-inc
f 0o. com NS nameserver. f 00. com mental deployablllty
i ********* f 0o. com NSEC host . f oo. com SOA NS
host . f 0o. com A 1.2.3.4
l ————————— host . f oo. com NSEC naneserver. f 0o. com A H
naneserver.foo.com A 1.2.3.5 A Sca“ng
i ————————— nameser ver . f 0o0. com NSEC subzone. f 00. com NS . ) . e
subzone. f 0o. com NS naneserver. subzone. f 0o. com DNSSEC aUthentlcateS a Z(_)nes pUbIIC key by Verlfymg a
777777777 subzone. f 0o. com NSEC f 00. com A corresponding signature from its parent zone. Throughwoat t

rest of this paper, we refer to this signature simply as the

arent’s signatureThe choice of where to store this signature
Fig. 2. An illustration of NSEC RR usage. P 9 9

com has no impact on its cryptographic security. Following the
: convention of storing the data and its associated sigrature
f 00. com DS Hash(Keyl) in the same place, the first DNSSEC specifications [9], [8]
foo. com RRSIG DS Signature --{signed by com key) store both a zone’s public key and its parent’s signaturéén t
: (child) zone.
o0, com However this straightforward design decision overlooked
o0 com DNSKEY _ Key1 (KSK) one important factor: a DNS zone may have a large number of
Ief 00. com DNSKEY  Key?2 —(Z5K) child zones. For example theomzone has tens of millions
f00. com RRSIG DNSKEY Signature (--{signed by Keyl) of delegated children zones. With this design, whenever a
pwww foo.com A 10.0.0.1 zone changes its key, it must conta&etchof its child zones
wwv. foo.com  RRSIG A .... Signature (--(signed by Key2)

to update the signatures for their public keys, a process tha
is operationallyinfeasible for large delegation-centric zones,
such as.com .org, .net or .edu In addition, a zone must
contact its parent to get an updated signature every time it
changes its public key, and the frequency of such update

these NSEC RRs using the private key. The data portion of fpuests at t_he parent zone also goes up linearly with the
NSEC RR indicates which RRsets exist under the name arg]ldmber of children zones. o
identifies thenext existent name in the zone. An NSEC RR, Subsequent DNSSEC specifications made two changes to
together with its signature, can prove the non-existendaef 2ddress the above mentioned scaling concerns. First, a new
queried data. In the example of Figure 2, four distinct nam&¢'€gation Signer (DS) RR is defined to store the hash of
exist in the zonefoo.com and four NSEC RRs are created® Child’s public keyat the parent zonand is signed by the
The NSEC RR ahost.foo.conindicates that only an A RR Parent key. Thus whenever a zone changes its key, it can re-
exists under this name, so it can be used to prove the nSifin &l its children’s DS RRs storddcally, without notifying
existence of an NS RR undapst.foo.comit also shows that 2Ny Of the children zones. A child zone stores its public key
nameserver.foo.coia the next name aftdrost.foo.copwhich  IN @ DNSKEY RR, which is verified if the corresponding DS
proves that the nammailserver.foo.contoes not exist. RR's signature can be verified by the parent's public key.
From a cryptographic standpoint, DNSSEC aims at a rather! "€ seécond change is to allow a zone to hawtiplepublic
moderate goal, the design should be simple, and the depl§yS; one is called the Key Signing Key or KSK (because its
ment should not be difficult either. However the reality skowPnlY job is to sign other keys) and the rest are called the Zone
otherwise. The DNSSEC development efforts started in migidning Keys or ZSKs (because their job is to sign zone data),
1990's, and it took more than a decade and three rourffsShown in Figure 3. The hash of the public part of KSK is
of revisions to have the DNSSEC specifications finalized f#fored as a DS RR at the parent zone. The private part of KSK
March 2005 [2], [4], [3]. Although some pilot DNSSECIS used to sign the DNSKEY RRset (which mclgdes both the
deployments are underway, e.g., efforts by VeriSigar g, KSK and the ZSKs). Thg ZSKs are used. .to S|gn.the. zqne’s
. se and. br registrars, a number of issues remain open. T&ta records, and these signatures are verified by firsyiregif
goal of our study is to understand why it is so difficult g€ zone’s KSK, which is then used to verify the signature

add simple cryptographic protections to DNS, and what tfff DNSKEY RRset that contains the ZSKs, and finally the
fundamental challenges are. ZSKs are used to verify the signature of the data. With this

separation of KSK from ZSK, a zone can change any of its
1. DESIGNISSUESWITH A HIERARCHICAL PKI ZSKs IocaI.Iy, and contacts its parent to updaFe the DS RR
) ) ) ) _only when its KSK changes. Because the KSK is used to sign
As we described in the previous section, DNSSEC buildge pNSKEY RRset only, it can also be better protected (e.g.,
a Public-Key Infrastructure (PKI) by leveraging the exigti yent offline), and its vulnerability to cryptanalysis akads
DNS delegation hierarchy. Specifically, each zone signs they,ced. For example, [13] recommends that a zone should

public keys of all its children zones. However this seerrynglchange its ZSKs once per month and its KSK once per year.
simple PKI design ran into unforeseen problems when it was

implemented and started to be deployed. In this section W&The main motivation for storing a hash of a child's public kinstead of
show four specific examples of the problems encounteredtiia key itself, is to save the storage overhead.

Fig. 3. One level of indirection is added in the trust chain
through DS RR, KSK, and ZSK.



From a cryptographic standpoint, both the original DNSSEC. Cross-domain Coordination

specification, as documented in [9], [8], and the current zq \ve discussed earlier, DNS maintains its name dele-
revision with the above two changes (i.e. storing a child® Dyation chains through coordinating NS and glue A records
RR and its signature at parent zone and the separation of Kggtween parent and child zones. Any changes made to these
and ZSKs) give the same level of cryptographic protectiopacords by a child zone must be promptly propagated to
From a system viewpoint, however, the two later chang@ss parent. However, because this coordination is done by
brought significant scalability improvement over the ai@li ,yman operators and human actions are prone to errors, a
design and made it feasible to deploy. recent measurement study [26] shows that at least 15% of the
o . zones suffer from configuration errors across the child and
B. Boundary Crossing: Unsigned DNS Data parent zone boundaries. Nevertheless, DNS can tolerate suc

In an ideal cryptographic design, all data should be sigoediiperfect parent-child coordination through the reduruyan
assure authenticity and integrity. When applying cryptpiiic DNS servers, and DNS name resolutions can succeed as long
protection to a distributed system, however, new issue args the parent knows at least one correct authoritative serve
due to disjoint ownership of the data. used by the child zone.

Because DNS is a distributed database that is managed byhe cross-domain coordination required by DNSSEC is
different administrative domains, it provides a strict ddn yore demanding, because each parent and child pair need to
of data ownership. Each RRset belongs to one, and only oggordinate not only DNS server changes but also periodic key
zone, and each zone signs all its authoritative data, ifdud changes. A more fundamental difference in the coordination
the DS RRs from all its children zones. However, as Wg that DNS name resolution tolerates inconsistencies in NS
described in Section Il, the NS RRs and glue A RRs of eaglhd glue A RRsets between the parent and child zones. The
zone are stored imoth the local zone and the parent zongjelegation link works as long as the parent knows at least one
so that DNS queries can perform a top-down lookup to fingyrect nameserver of the child, and the chance of success
the intended server. Since the NS and glue RRsets are defipRfleases when a child zone has more DNS servers. In contrast
to be the child zone’s authoritative data, the DNSSEC desigyNSSEC fails whenever an attacker breaks one public key
left them unsignedin the parent zone. It is believed that th@hat matches the DS RR, thus having multiple DS RRs may
authentication chain should provide sufficient protectarthe  decrease the strength of cryptographic protection, ratier
delegation, thus leaving the NS and glue RRsets unsignedgbeasing it.
the parent zone causes no harm. For example, even if a man-inrhere is no reason to believe that the DNSSEC deployment
the-middle can forge a false delegation NS RR to mis-direglj| do a better job in keeping the DS RRs updated than
DNS queries to a host of the attacker’s choice, the attack§Ns has done in keeping NS and glue A RRs updated.
still cannot forge any DNS data in the child zone, because pgoviding operational guidelines may help reduce suchrerro
does not have the child's private key to produce a verifiabig cross-domain coordination, but human errors, espgdiath
signature for any false data. _ _global scale system, are inevitable. Recently there haeady

However, a thorough analysis shows otherwise. Cons'dg‘éen evidences [1] that the uptake in DNSSEC adoption
a scenario where an attacker obtained the private key of s included an increase in DS-related misconfigurations. A
zonefoo.combut did not gain the control over the zone's DN, ymper of DNS monitoring tools and services have emerged to
server: the attacker can forge a referral frammand re-direct -neck cross-domain configuration errors [25], and simdats

the querie; fofoo.comto a host of his choice. The forgedg,,ch as [12] have begun to prove themselves as an integral
answers will be accepted by DNS resolvers as the attaclé%rmponem in the DNSSEC deployment.

knows foo.cons private key. Had thecom zone signed the
delegation NS RRs, the attacker would not have been able to B
forge a referral to re-direct the queries in the first pladeisT D+ Incremental Deployability
example shows that letting the parent zone sign its chilsren At first glance, it seems a natural choice to leverage the ex-
delegation NS RRs can bring additional protection in caseisiing DNS delegation hierarchy to build a PKI for DNSSEC.
child’'s private key is exposed. This signing can be readilynfortunately this choice overlooks a fundamental comstra
implemented with today’'s DNS practices, since a child zorie deploying any new function in a decentralized operationa
is required to notify its parent of any changes in its nangystem: the decision to deploy a new functions lies in thelkan
servers (through mostly a manual process). of individual DNS domains, thus it can only be rolled out
Cryptographic design decisions require thorough analysierementally over time, if it gets deployed at all. Thislitya
and good judgment to ensure both that all data gets protectads counter to the DNSSEC design because an authentication
and that the original system constraints are not violatad. ¢hain from the root to a given zong can only be formed
the specific case of DNS delegation records, we believe tiwbeneveryancestor ofZ has deployed DNSSEC. Individual
judgment call should fall on the side of protecting criticatones cannot benefit from DNSSEC unless and until all of
infrastructure records rather than mechanically adheting their ancestors have also deployed DNSSEC.
the data ownership rule. Fixing this flaw requires revising t  Given DNS is a distributed system maintained by millions of
DNSSEC signing and verification rules to include the parerautonomous administrative domains, when individual domai
side NS and glue records. Although the data is owned by theake independent decisions to turn on DNSSEC, the result is
child zone, the handling is similar to that of DS RRs. multiple isolatedislands of securityAn island of security is



a subtree in the DNS hierarchy in which DNSSEC has beenCarol’s actions and policies have direct impact on Bob (the
deployed. The public key for the root of this subtree is chllenameserver). During normal operations, Bob may update data
a trust anchor[14]. Since the trust anchor KSK cannot beand refresh signatures, change public keys, revoke puéyis,k
verified by its parent zone which has not deployed DNSSE@nd so forth. But any change made by Bob is not immediately
other means are needed for resolvers to collect, verify, andible to Alice. Alice may continue to receive cached data
maintain the trust anchor KSKs. Unfortunately, the DNSSEftom Carol long after Bob has replaced the data or the keys.
design does not provide a mechanism for a resolver to obt&actions IV-A and IV-B discuss how caching affects Bob’s
the KSKs from a large number of DNSSEC islands in a secuapproach to key rollover and key revocation.
and scalable manner. Carol’s actions and policies also have direct impact onélic

As DNSSEC is being slowly rolled out, a set of operationgthe stub resolver). If Carol fails to apply adequate séguri
guidelines have been developed. The current guidelines spglicies, Eve can poison Carol's cache with false data.eAlic
gest that each caching resolver be manually configured wittay detect the cached data is invalid, but Alice does not
the trust anchor for each isolated DNSSEC island. Althougismmunicate directly with Bob to obtain the correct data.
this manual configuration approach can work in a small scatearol can also introduce problems by incorrectly rejecting
its feasibility decreases as the size of the deployment bagdid data. For example, an incorrect clock may cause Carol
increases. Because each caching resolver has to updateoitbelieve valid signatures have expired. In this case, Bob
configuration file whenever a trust anchor KSK changes, wheas correctly signed a message and Alice could correctly
the deployment base grows, this approach will suffer froen ttauthenticate it, but Carol rejects the message and preitents
scalability problems in both the number of DNSSEC-capableom reaching Alice. Section IV-C examines such interplay
caching resolvers and the number of trust anchors. between the security policies at Alice (the stub resolved a

A few proposals have been made to overcome the difficul@arol (the caching resolver).
of manually configuring all the trust anchors in all DNSSEC- Finally, the lifetime of cached data depends on a relative
enabled caching resolvers [15], [17]. The basic idea is fTme To Live (TTL) value and fixed signature lifetime. Each
inter-connect the otherwise isolated DNSSEC islands tjftouanswer from Bob includes a TTL and Carol may cache for
cross-signing, in which the roots of different islands cams the data for the next TTL seconds. Each signature from Bob
each other’s public keys to form a web of trust, similaalso includes a fixed expiration time and Carol should discar
to the PGP model. However specifics and security analysie data after the expiration date. Section IV-D examineg ho
of these proposals are missing. A more recent proposgle TTL and expiration time interact; some combinations can
DNSSEC Lookaside Verification (DLV), suggests to have jgad to update explosions at Bob.
zone’s public key signed by trusted authorities outside the
DNSSEC system, e.g., VeriSign or ISC. Overall, DNSSEC's
lack of provisioning for incremental deployment has seslpu - <€y Rollover
hindered its deployment, and all the attempts so far to fietro Best operational practices state that zones should not use
various patches into the original design are yet to be provtre same key pairs forever, and that the keys will need to
effective. We believe that an effective solution to DNSS&ECthange over time. The objective of key rollover is to phase ou
incremental deployment can be taken from a distributed moan old key and replace it with a new key, as part of routine
itoring framework. In Section VII we outline a proposal thabperational practices. Section IlI-A described the pawntrid
incorporates a number of advantages of other approaches, amordination that is needed to admit the new key. However,

overcomes a number of their drawbacks as well. deleting the old DNSKEY RR (or DS RR in cases of KSK
rollover) from the nameservers does not remove it from the
IV. IMPACT OF DNS CACHES system. It may continue to exist in the caches around the

Caching is a fundamental part of the DNS and affects bolhternet, and the old signatures generated by this key may
the design and operation of DNSSEC. As discussed in Sectivave also been cached. These cached entries are deleted only
Il, end hosts implement a minimatub resolverthat directs after their TTLs or signatures expire.
queries to a caching resolver. The caching resolver handlesgnoring the effect of caching can break the authentication
all the complex functions of traversing the DNS hierarchghain. For example, a stub resolver may receive an old
obtaining the requested data from authoritative serverd, ssignature from cache and query for the key to verify the
returning the responses to the stub resolver. Note thatrstubsignature. If the caching resolver does not have the key and
solvers directly communicate with caches, but only indlyec the authoritative server replies with a new key, then thé stu
communicate with authoritative servers. resolver cannot authenticate the cached data and hence has t

To understand the impact of caches, consider a problegject it.
where Alice (the stub resolver) wants to authenticate dataf  Operational guidelines [13] introduce a grace period fer th
Bob (the nameserver), despite the actions of maliciouseplayld key during the key rollover process. Consider the sdenar
Eve. However, Alice cannot directly communicate with Bolwhere a zone changes its KSK. The zone first adds the new
Instead Alice can only send messages to a fourth player) Cat6SK to its DNSKEY RRset, but keeps the old KSK to preserve
who represents the cache. Carol may answer the questian usire authentication chain. Eventually, the old DNSKEY RRset
cached data thatarol believes to be correar may contact will time out (e.g., after one TTL), and every cache will @ith
Bob to obtain the answer. have no DNSKEY RRset or have a DNSKEY RRset with both



the old and the new KSK. At this point, the DS RR at theecords until its signature lifetime expires. It is statad13]
parent is changed to match the new KSK. The authenticatittrat “zone operators have to make a tradeoff if the abuse of
chain is still preserved because any cache with the old DS R compromised key is worse than having data in caches that
will match the old KSK and any cache with the new DS RRannot be validated”.

will match the new KSK. Again the zone waits until all cached

DS RRs expire. At this point, all caches either have no DS RR cache-Stub Verification Policies

or have the new DS RR. The old KSK can now be removed

from the DNSKEY RRset, and the new authentication Chair]elzittire]z ((:)l;rtrrzr:/terl?sli\rlwsy t(;\icgrlllgs rﬁfeorglﬁ:f h;:glf)bigi:ilr? anm_
through the new KSK/DS RR starts to take effect b 9 y g any

- ; . equested data. With the transition from DNS to DNSSEC,
A similar approach [30] uses multiple keys and multiple D S .
. : . a natural choice is for caching resolvers to handle the com-
records. In this approach, a zone can publish botlaaive

KSK and astandbyKSK. Both KSKs have corresponding DSpIexme; of building an authgntmatlon chain and verifyin _
all received data. However this approach presents a sgcurit
records stored at the parent zone. In a key rollover, theecti

(K s Tt h Sy KK bcomes actue, and a g i1 11 U2 SSONS e 1t et e eacin e
KSK is added as the new standby KSK. p'e, g y

In addition to the intricacies of chanaing the zone ke use a caching resolver offered by the hotel network. Althoug
ging y?pe caching resolver may not be malicious, the user does not

gfertzz\)torr; ?:iscglngﬁ?h:gs(i:r?zsslgeer thef;:(c));sg)ISeAntieg éos?r“?;:anow whether the caching resolver is configured with desired
yptograp 9 » €0 i trust anchors and security policies. Different configumasi

processes governing such cryptographic algorithm roflave may result in verification conflicts, namelfalse negatives

ﬁt;gdn?g:ulilgysf;f&z?’ but they will likely follow simila steps When the caching resolver reje_zcts answers that t.he stulveeso
' considers valid, offalse positivesthat the caching resolver
returns answers that would have been rejected by the stub
B. Key Revocation resolver.

The single key rollover process from [13] (described above) 10 reduce the stub resolver's dependency on the caching
assumes that the old key is still secure during the rollovErSclver, DNSSEC allows a stub resolver to enforce its own

period. It also assumes that the TTL value is honored alfff@! Policy through a Check Disabled (CD) bit in the query.

an attacker is not actively trying to replay old information’Vhen & caching resolver receives a query with the CD bit
B it should forward answers to the stub resolver without

However in case of key compromise incidents (or suspect® ) oo _
compromise), referred to as “emergency key rollover” bﬂ’[13perform|ng verification. As such, the CD bit allows a stub
prompt key revocationactions are needed. During the key€SOIVer to use the caching resolver solely as a DNS cache,
revocation period, the old private key is presumably knowidther than a DNSSEC verifier. This addresses false negative
by the attacker and may be used to forge records in the zoRH! false positives are more difficult to overcome. There is
the attacker is also not constrained by the TTL in replayirfd”renﬂy no mechanism for a stub resolver to flush the cathe a

the old (compromised) public key. In fact, the attacker Caglcach_ing resolver. Onge a caching resolver accepts an answe
continue to replay the old key until the definitive expiratio @S Valid, that answer is entered in the cache. Even though

time of the associated signature (e.g., the signature obghe the stub resolver may consider the answer invalid, the ogchi

RR for a KSK, or the signature on the DNSKEY RRset foyesolver will continue to return the same answer until th& TT
a ZSK) expires, which may take a few days or even a mon_%)fpires. The only way _for the stub to ot_)tain a different anmswe
[13]. Until then, DNSSEC authentication in the zone and af to use another caching resolver or directly resolve therygu

its descendant zones is essentially compromised. Ideally, €I

would like to revoke the compromised key as soon as possiblePNS heavily relies on caching to reduce server load and

The multiple key rollover process from [30] uses both actiy&"Prove query resolving performan(?e, with aimp_licit as-
and standby keys. If only the active key is compromised, ofEmption that stub resolvers trust whichever caching vessl|

can revoke that key and immediately switch to the standByeY May default to. DNSSEC exposes this trust relationship
key. Similarly, if only the standby key is compromised, on sue between stub and caching resolvers. Instead of using a

can immediately revoke the standby Key. default caching resolver by the Internet connectivity ey,

Unfortunately, the DNSSEC specifications did not provide?is n _the current practice, stub rgsolver_s_ must now make an
an explicit key revocation mechanism until the publicatadn exP“C't decision of eﬂher_performmg verlflc_anon on itavm,
[30] in late 2007, and currently the choice to implement thi\é’hICh defeats I_DNS caching, or being configured to use a set
new specification is left to individual zone operafor the of trusted caching resolvers only.
absence of universal key revocation support, regardlestaf
actions the zone operators take, an attacker can alwaysyref?. Cache Synchronization
the compromised key and use it to successfully forge DNSDNS caches rely on theelative TTL value in a RRset to
. _ ~ decide when to remove this RRset from cache. On the other
holé“@?%":‘; ;eést*g gggﬁe"s‘?t involve the parent zone, but siméasoning  hand, DNSSEC puts definitiveexpiration timestamp in each
5Some notable TLDs, such as .com, have asserted that theytdnterd signature, beyond which the signature becomes invalid. To
to implement RFC 5011. support both TTL and signature lifetime, DNSSEC modifies



the DNS caching rules as follows. A cache should discardhape this guideline will be followed by future cryptographi
RRset as soon asither its TTL expiresor the companion designs as well.
signature expires, which ever comes first. Avoiding Cache Synchronization Recall that the caches
However, this seemingly reasonable change can lead to sgire synchronized when they simultaneously delete a RRset
chronized actions among caching resolvers. When a RRseffson its signature expiration. One can reduce cache-sync by
signature expires, all the caches that hold this RRsetmista making the TTL of a RRset expires before the companion
exactly at the same time. If the record is popular and fretiyensignature. The DNSSEC operational guideline [13] requires
queried, such as the case fomn.comor google.comthese the zone operator to replace all signatures at least one TTL
caching resolvers are likely to fetch the RRset again mobefore their expiration time. In practice, however, thehgac
or less simultaneously, leading to a query implosion at thnchronization problem still exists. First, the zone apers
authoritative servers. We call this phenomena caused pglymamay ignore this guideline or accidentally forget to update
by the definitive signature expiration time thmche-sync the signatures in time. Secondly, even when the operators
effect. Note that TTL expiration does not lead to this prable carefully follow the guideline, cache-sync effects mayl sti
because the fetching time of popular DNS names by differemtcur, e.g., when the authoritative servers are configuitd w
caching resolves are likely different, thus their TTL egpion wrong clocks, or a network partitioning prevents a secondar
time differs as well. server from performing zone transfer from the master server
A DNSSEC operator is likely to sign and re-sign an entire A second line of defense against cache synchronization is
zone at the same time to minimize the operational overheaedl performTTL trimmingat the caching resolver. Specifically,
Consequently all the DNSSEC signatures are likely to lighen a caching resolver receives a RRset, it checks whether
assigned the same expiration time. This can further exaterbthe TTL or the signature expires first.L& denote the time
the cache-sync effect since all RRSIG RRsets of the zone wHe RRset is received arifl. denote the signature expiration
expire simultaneously, leading to an instant high volume @ime. If T, + TTL > T, (i.e., the signature expires first), the
queries to the zone’s authoritative nameservers. caching resolver trims the TTL into a random value in the
To quantify the impact of cache-sync effects, we developrange[0, T, — T}]. This makes TTL expires at a random time
simple analysis that considers a singleRR served by one within the signature lifetime.
authoritative server and fetched by multiple caching nessl.
The queries are sent to each cache following a Poisson groces
with an arrival rate of\, which represents the popularity of
the RR. We first analyze the average load at the authoritativeAnother importantissue in DNSSEC operations is whether a
server. Because signature life time is typically orders @bne should keep its private keys online or offline. A DNSSEC
magnitude longer than query inter-arrival time [13], weleety zone must ensure the secrecy of its private keys yet sign all
the signature lifetime and consider only the TTLs. It can bts authoritative RRsets using these keys. To this end, the
easily seen that each cache sends queries at an averagé ra@r@most operational concern is where to store the priveys k
ﬁ. Next we analyze the peak load at the authoritativnd which entity has access to them. In this section, we first
server by taking into account DNSSEC signature expiratiowlentify the fundamental conflict between the need to keep
When the signature expires, both the A RR and its RRSIKeysonline as required by signing dynamically generated or
are immediately deleted from all caches, and the next queafyanged data, and the desire to keep keffine for better
causes the cache to request the A RR from the authoritatju@tection. We then examine two open issues resulted fram th
server. The peak outgoing query rate per cache is equal to tdosflict, namely authenticated denial of existence andrsecu
incoming query rate, i.e). The impact of cache-sync effectsdynamic updates.
can be shown by the ratio between peak and average load asdeally, one would prefer the offline key approach to better

V. IMPACT OFHETEROGENEOUSOPERATIONS

A protect the secrecy of the keys. In this approach, a zonesstor
Yy=—>5—=1+A-TTL (1) its private keys offline, e.g., in a non-networked and praisic
I+ATTL secured computer calledsigner. When the zone data needs

For example, if we assume the TTL value is 1 day and tle be signed, the master server sends the zone data file to
query rate §) is one per minute, the peak load would be 138he signer, which signs it using the private key, and sends
times of the average. The cache-sync effect becomes muesulting signed zone file back to the master server. Theamast
pronounced with globally popular RRs, i.e., wheincreases, server then sends this updated signed data to all the segonda
and with larger TTL values, because a large TTL lowers tteervers. Because the private keys are not accessible pifiene
server load by more effective caching, but fails to supptiess chance of their exposure is greatly reduced. For this redlsen
gueries upon signature expiration. DNSSEC specification [4] recommends the practice of using
Such unintended synchronization behavior is not uniqudfline keys. However, offline keys make it difficult to sign
to DNSSEC signature lifetime. A naive reliable multicastlynamic updates, it is infeasible to invoke the offline signe
design using either ACK or NAK can trigger an ACK (orevery time a piece of new data needs to be signed. We will
NAK) implosion at the source upon a successful delivefarther elaborate on this issue in Section V-A.
(or a packet loss). It is well-known among the protocol On the other hand, although keeping the private keys online
design community that protocol designs must avoid triggeri makes signing dynamic updates easy, it exposes the keys
synchronized actions in large-scale distributed systeis. to greater security threat in DNSSEC operations for two



reasons. First and foremost, putting the private key onliie Section Il) takes this approach. Unfortunately, it stdfe

at multiple DNS servers may impose high security riskétom the so-called “zone walking” problem, as one can easily
In global DNS, each zone deploys redundant authoritativetrieve the complete list of records in a zone in the folloyvi
servers, also calledecondary serversTo maximize service way. Consider an example édo.comzone. One first queries
reliability, it is recommended that the redundant servess Ior the foo.comNSEC RR, and the answer reveals all record
placed in topologically different locations, i.e., locats that types that are present at narfom.com as well as the next
are managed by administrators other than the zone's owname afterfoo.com Suppose that th&bo.comNSEC record
Therefore, keeping the keys online opens a large margin fmts a.foo.comas the next name. One then queries for the
errors. Second, the compromise of a single private key mayoo.comNSEC RR to learn all types a.foo.comand the
incur a domino effect. In DNSSEC, the private key of a zone iext name aftea.foo.com By repeating the same step until
used not only to sign the DNS data in the zone but also to siggaching the end of the zone, one retrieves the entire zdae da
the delegations of all the child zones. The compromise of oimethe number of steps equal to the distinct names in the zone.
zone’s key may cause chain effects leading to the compromiseaddition to zone walking, the NSEC scheme also incurs
of multiple DNS zones. high cost as the addition of NSEC RRs roughly doubles the
zone file size, even when only a few RRs are signed at the
beginning. This initial overhead is particularly troutdese for

_ ) large delegation zones, such as .com, with millions of r@sor
‘Dynamic DNS has become a popular practice due to thea number of DNS operators raised concerns on this expo-
widespread use of DHCP. When a host is allocated & n@yyre of privacy introduced by NSEC. In fact, the different
IP address by DHCP, it needs to updateAtsecord. DNS views on NSEC RR's legitimacy created a road block in
has adopted an automatic update mechanism which greg§lyjSSEC development for a while. People who did not view
reduces the administrative burden in accommodating fr@éiquggne walking as an issue argued that, as an open database
DNS data changes. In the future, dynamic DNS may also b\s does not, nor should it attempt to, protect the privacy of
used to handle IP address changes caused by host mobi§ita in a zone. However others felt strongly that, compared
When a host moves to a new location and obtains a new #fthe current DNS, NSEC made it much easier to obtain the
address, it can use the dynamic DNS update mechanismefgire zone data, which should be prevented for security and
change itsA record. legal reasons. For example, a complete zone file may be used
A dynamic update may change several records in the Zogg, the spammers as a source of probable e-mail addresses,
including the updated RRset itself, the NSEC RRs under thig py the scanners to infer the internal network topology and
name and adjacent names, and the SOR.RR these new services. Together with WHOIS queries, the complete zone
records must be promptly signed. However, if the zone key igta can be used to reveal registrant data, the informatan t
kept offline, the DNS operator must be involved in invoking;;nay be protected under the law (e.g., in Europe).
the offline signer, which defeats the purpose of having anThe debate over NSEC ended with the recognition that,
automatic update mechanism in place. The current DNSSE{ move DNSSEC forward, the design must accommodate
specifications (see RFC 3833) acknowledges this conflict: fferent requirements. One proposal to remove the privacy
zone-signing key must be available to create signed RRsgghcern is the minimally covered NSEC [32] scheme which
to place in the updated zone. The fact that this key must Rgsumes the private key is online. When a server receives a
online (or at least available) is a potential security tidote query for a non-existing nam&QNamé, it generates and signs
that the resolution of this conflict is not a theoretical bat ag minimally covering NSEC RR. Thewnerandnextnames in
operational issue, and only careful engineering can lea@ this NSEC RR ar@QName-¢; and QNamer-¢,, respectively,

A. Handling Dynamic Updates

’

sound solution in practice. wheree; ande, are two small, randomly chosen values such
that no existent names fall into this rarige
B. Authenticating Denial of Existence More recently NSEC3 [16] was proposed as another so-

lution to avoid zone walking without keeping private keys

szz(ﬁnsee;ﬁgdogfmge;egz riiS:lljttlagnftrigg':etg%Sr;fifaelri?tegsgrzcgnline' It hashes all existent names and sorts these hasbsyal
y as opposed to the original names, as a chain. It generates

which requires DNSSEC to provide authenticated ansWels \SEC RR for each hop in the hash value chain, i.e, the
to queries asking for nonexistent records. The online k P

. . ner and next names in each NSEC RR are two adjacent
approach offers a straightforward solution to the probler‘ﬂash values. Thus, a signed NSEC RR in this design proves
When DNS answers with a “non-existent record” reply to ) '

. fhat no name exists whose hash value falls into the specified
query, the SEIVer can use the online key to construct and S'r%rﬂge. While it is still subject to dictionary attacks, theeu
tr]riei/z:'((;nlgx'ssfr“?r?eI;rag?];isbz;riteﬂs]:r\f;s; of keeping a 2ONGP hash chains, instead of name chains, makes zone walking
P T g i vate k line. th ’ ¢ " much more difficult. On the other hand, NSEC3 (as well as

0 avold putling private keys oniine, the zone must con ruIQISEC) introduces significant protocol complexity, in terais
and sign the proofs of non-existeneepriori. The NSEC

. A . bath igni d lidation, due to th f
scheme in the latest DNSSEC specifications [3] (descnbeg Zone signing and response validation, due 1o the use o

“With online keys, a simpler design would be to directly sigwe non-
6A dynamic update may trigger a change to the zone serial numibich  existence replies. However, the minimally covered NSEC pamposed for
is a part of the zone’'s SOA RR. compatibility with the NSEC scheme in the DNSSEC specificeti[3].



wildcards and the existence of unsigned delegations. & als RRSIG lifetimes
increases the size of the zone file because one NSEC3 record 10109
and an accompanying signature are created for each name. le+08 -
Perhaps one of the most direct concerns with NSEC3 is also 1e+07 ﬁ\\‘_
one of the most unforeseen: Path Maximum Transmission Unit
(PMTU) limitations. Prior work [24] has illustrated that e
sized DNSKEY messages can exacerbate PMTU limitations
and lead to availability problems for zones. One of the
unforeseen side effects of NSEC3'’s design is that its messag
can be as large as, and in some cases larger than, DNSKEY
messages. Thus, a zone that is trying to prove the denial of 1o o 100 1000 10000 100000 Tos06
existence for a name may generate a NSEC3 reply that cannot RRSIGs
be received by the querying resolver.

1e+06

100000

10000

Lifetime in seconds

1000

100

Fig. 4. This Figure is drawn in log-log scale and shows thé¢ribistion of
the RRSIG lifetimes of RRsets in the production zones.

VI. DNSSEC MONITORING AND DEPLOYMENT STATUS

In this section, we use the results from the first DNSSEC ] ]

monitoring system, called SecSpider [12], to review the pre ~ POgussig...test.jel te.nl netlabs.nl.
ceding discussions in the context of actual DNSSEC depldyom Production zones likanog. org. . Indeed, many of
ment. SecSpider is a distributed monitoring system that {§1€ test zones undertake operational practices that waald b
sues the same DNSSEC queries simultaneously from multifllgdvised for production zones. For example, the distiim
polling locations (or pollers) distributed around the miet. ©f RRSIG lifetimes for non-production differs from most pro
The goal of SecSpider is to monitor certain important facef!ction zones. The RRSIG lifetime distribution of prodoati
of zones to test them for DNSSEC RFC compliance, to chegRNeS can be seen in Figure 4. Previous work has observed

the zones’ operational statuses, and to observe the seriftg} Production zones and test zones behave very diffgrentl

data from multiple diverse locations over time. By tracking"d Separating out the latter from the former can allow for
DNSSEC-specific records (e.g., DNSKEY sets) from multipl@Uch more precise analyses [24]. Based on this, each of the

locations and over time, SecSpider can detect Man-in-tH@llowing analyses are done using production zones only.
Middle attacks that resolvers may fear. At the time of this Based on the above classification, we currently estimate tha

writing, SecSpider has installed pollers in America, Emopthere are roughly 1000 production DNSSEC zones at the time

and Asia and is in the continuous process of adding mdpkthis writing. While the size of DNSSEC deployment is still
locations. quite small, many of the operational complexities may dtart

As we mentioned previously, DNSSEC has been undergoify€@l themselves to operators as the size grows.
its rollout phase for the last several years. Yet, it is stil 1he status of the DNSSEC hierarchy also indicates the

in its nascent stages. Based on the latest monitoring sesif@maturity of the deployment. Currently SecSpider tracks
from SecSpider, we estimate that there are only about 10,53Proximately 730 independent islands of security. The im-
DNSSEC enabled zones operating in the wild. Furthermopication of this statement is that each of these islands is a
the corpus of zones monitored includes both productiongorR€CUre zone whose parent has either not enabled DNSSEC,
that represent operational entities who serve productita d°F Who does not currently haye a valid DS record that
and have opted to augment their DNS zones with DNSSESEcurely delegates to the island’s root. One can see that thi
protection,and test zones who have rolled out DNSSEC iipumber represents 76.6% of the total number of secure zones.
some form of test capacity. Testing zones may have aMpreover, 97.5% of these islands are of size 1 (i.e. with
number of agendas for deploying DNSSEC, but in our loo&® Secure parent or secure children). If a resolver were to

classification we attempt to identify and separate theigkien manually configure a trust anchor for each island of security
it,would have to manage rollovers, and churn for a list of

from those zones which appear to be more operationaﬁ%/3 . g
attended to. 730 DNSKEY RRsets. While this number may be manageable

We perform a very simple test to determine if a zone {9day, as the deployment size grows this process could lyuick
a production zone or a test zone. This test is in no wdpcome unrealistic. . _ _
conclusive, but is used as a low-pass filter to get a generaln addition to the size of this trust anchor list, the admin-
sense of which zones operate in which capacity. For edgffative composition of these islands is interesting ®Bg.
DNSSEC (or secure) zone in our corpus, we presume any T&F&mining the specific nameservers that serve each zone in
Level Domain (such asse, . br, . org, etc.) or any zone an island we can generally estimate how many independent
under the ar pa TLD to be defined as a production zone. Fofdministrative authorities make up an island. In other wprd
all other zones, we query to see if there is an active webserf® 100king at which zones are served by the exact same
at aww recordor if there is anViX (or mail exchanger) record N@MeServers, we can guess how many zones in an island
that corresponds to an active mail server. If either of tisseP€l0ng to the same operational group, versus how many sland
true for a zone we broadly classify it as a production zone &re actually composed of independent parties that reprasen

As an example, this simple, automated, litmus test succeiereasing adoption of DNSSEC. Figure 5 shows a selection
fully distinguishes test zones like: of some of the larger DNSSEC islands and compares their
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Size of Island vs. # of separate Administrative Domains

70 As the saying goes, “In theory, there is no difference betwee

o Independent Acrry Doralng, e theory and practice. But, in practice, there is.” [33] A digyp
graphic design is normally considered successfully cotagle
50 when it is proven to meet the required cryptographic proper-
40 - ties; specifics in its deployment are seen as having no impact
8 w0l on the cryptographic correctness. To real Internet systems
however, a cryptographically correct design is uselesessnl
20 it is deployable. Deployability on the existing DNS require
10 I I the design to be scalable with large numbers of zones at any
. level, to enable incremental rollout, to effectively castxvith
se. &d“_amahar-»-&net- xcom, nln---bs-nlﬁs__“am:o ..... arpa. DNS cach|r_19, and to toIera_te th(_a wu_je range of operational
\sland Rank heterogeneity that necessarily exists in the global Irtiern

One fundamental challenge in operating DNSSEC is that
Fig. 5. This figure shows the size of several DNSSEC islandseofirity the system spans over tens of millions of independent admin-
in contrast to the apparent number of independent adtiistrdomains for  istrative domains, while the provision of security, as dediim
each. Some islands of relatively large size appear to beyundmall number pNSSEC requires symphonic actions from all of them. Such a
of independent administrative domains, while other istaace more diverse. T g . . .
cross-domain operational challenge manifests itself ueise

RRSIG Iifetime | Average fime of use of DNSKEY aspects in DNSSEC. First, the public keys of different zones
0 - 30 days 83.20 days are authenticated through a single hierarchical PKI. Ammalo
31-60days | 209.19 days change in a zone’s public key may require synchronization
> 30 days 156.76 days . . .
across administrative domains, because the new key must be
TABLE | authenticated by the zone's parent and used to authenticate
THIS TABLE SHOWS THERRSIGLIFETIMES OF DNSKEY RRSETS the zone’s children. This causes serious scaling issuethéor

VERSUS THE ACTUAL AMOUNT OF TIME THESEDNSKEYS WERE SERVED  omains that may have millions of children zones underneath
MANY KEYS ARE RE-SIGNED MULTIPLE TIMES BEFORE BEING REPLACED . . .
them. The coordination process is also lengthy and error-
prone as it involves human operators, yet any out-of-sync
configurations can break the chains of trust and disrupt the
sizes to the number of administrative domains that they dpdNS service due to authentication failure.
composed of. One can see that some large DNSSEC island§he hierarchical PKI also presents challenges to increahent
do not actually represent an increase in DNSSEC's adoptigieployment, which is the only viable strategy to roll out any
It is important to distinguish a key’s lifetime from itsnew functions in Internet. The DNSSEC design had assumed
signature’s lifetime. More specifically, many DNSKEYs age r @ systematic rollout from the top to the lower layers of the
signed multiple times before being rolled over. Operatoay m DNS name hierarchy, and thus did not provision for individua
generate a key on one day, sign it every 30 days, and contif@&es to turn on DNSSEC independently from their parents.
to use the same key for years. Table | shows a breakdownBsit the latter is the reality, and during this time, the PKI is
observed keys lifetimes as compared to signature lifetiosfesincomplete and there exist many isolated islands of DNSSEC-
DNSKEY RRsets. deployed zones, which cannot authenticate their publics key
through the planned chains of trust, as each cannot demand
VIl. DISCUSSION its parent zone to turn on DNSSEC. As such, letting all the

- . . DNSSEC-aware resolvers securely acquire the public keys of
So far we have scrutinized a number of operational ISSues . .
all these islands becomes a new problem of its own.

as DNSSEC rolls out from a simple cryptographic design In addition, caching is a fundamental part of the DNS that

on paper to a deployed system n th? Internet..We haivrﬁ oses a unique challenge to DNSSEC operations, setting
also witnessed how these operational issues, which Iargﬁﬁ

arise from the Internet’s large scale and heterogeneitye ha SSEC apart from other cryptographic designs. Due to the

; . : ) xistence of DNS caching, which often uses a long timeout
challenged, complicated, and sometimes even mvahddttedfalue to improve DNS scalability, changes to the public kays

DNSSEC protocol design. In this section, we seek to unl?é/ : ) . -
X . : : S zone will not be immediately visible to all resolvers. Rath
the otherwise piecewise analysis of individual problemd ar)

. . . : the old keys will continue to be used by caching resolvers
provide aroot causeview on the challenges in deploying cryp- . . o
. . . . " all over the Internet until they run out their cache lifetime
tographic solutions in large-scale systems. We will alstcul$s . . :
. L o Handling the co-existence periods of old and new keys leads
the importance of distributed monitoring and address twenop

. . ) . L to both the design complication and system vulnerability.
issues raised in previous sections: incremental deployareh g . . . .
key revocation. Lastly, zones in different administrative domains necelgsa

operate with different practices. For example, some zoras m

- desire the privacy of their data due to legislative or seguri

A. Why Is It So Difficult? concerns, while others may not. Some zones may prefer to
The aforementioned operational issues clearly reveal a figtore the private keys offline for better protection, whilkers

damental gap between cryptographic designs and deployabi@y choose to store them online at the name servers and

solutions in Internet-scale systems, which is often owd@al. protect the keys by other means, e.g., through the use of
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specialized hardware. Cryptographic designers may eliber Second, each DNSSEC enabled zone can register itself with
unaware of such heterogeneity in practice, or fully appteci SecSpider and periodically check the correctness of its own
the importance to accommodate the heterogeneity. Thatpisblic keys as displayed on SecSpider, and promptly inform

why the original specification of DNSSEC dictated a uniforrBecSpider of any discrepancies. We believe that each zone
policy for all zones. It remains a design challenge to dgvelevould have strong incentives to do such checking, which

a cryptographic protection system that can simultaneousiyther increase the validity of SecSpider data.

provide provable security while leaving the implementatio Third, simple approaches exist to fetch SecSpider data

policies and flexibilities to individual zones operators. in a secure way. SecSpider's public key is posted on its
website. SecSpider will also watch its own key from multiple
B. Importance of Distributed Monitoring vantage points. Caching resolvers can get SecSpider'scpubl

key through either an offline secure channel, or simply grab

Our DNSSEC monitoring effo.rts have exposed a num.bﬁrfrom SecSpider website, perhaps through multiple dizers
of problems that only surfaced in actual deployments. Flr?ookup paths to minimize man-in-middle attacks. Caching

data in Internet systems is not always universally avadlab
y y y resolvers can then queBecSpider for the latest trust anchors

I_ssues such transient failures, m|sconf|gurat_|ons, andaim Pof any DNSSEC zone, and the authenticity and integrity of
ticular roadblocks due to the existence of middleboxes ares,a L, ; . .
ecSpider’s replies are ensured by its signatures.

fact of life for these systems. Second, cryptographic opera The above proposed solution leverages the public nature of

tions represent a new challenge on their own, lack of basjc SecSpider repository 1o achi urity throuah publicit
understanding and experience have led to additional errg P pository to Iesecurity gn p y
]. Because data i®'ecSpider is available to everyone as

besides misconfigurations. Furthermore, our results coafir .
P|IC knowledge, any errors are exposed to the affectedszon

our analysis that the DNSSEC's design assumptions are H&i} : Lo :
congruent with the common requirement that every partyén t en they check Fhe|r own keys periodically. Upon detecting
tust anchor conflict, the zone owner can resolve it outarieb

Internet tends to make their own decision about whetheniwh ith the repository administrator
they may deploy new functions, or if deploy them at aII\;N'W ¢ pth It t%’ t Itl h ' i ot {1
the result is a large number of isolated DNSSEC islands t}“bat € note that the trust anc ?r repositorynst meant to
. e a replacement to DNSSEC's PKI. Rather, its goal is to
simply does not scale. dilv deplovabl d i ; Ui
Our monitoring results show that even in its early deploﬁe;\/e_lf"tlstat[wea_ ly dep (?[y? ﬁ’ atn fgﬁggg(l;m\?%ary’ soutio
ment stage, DNSSEC is a highly dynamic and a continuousfy2c!t& ebl € 'chrgrgErc':a .{0 Oﬁ.lg h. ?r? a mril'
evolving system. Thus, its behaviors must be continuou ne enables , IS chiidren can have heir public
ys signed by the parent, and the parent may register with

monitored to capture new failures and challenges. By me )
suring one gets data and that can inform a system’s desi Ff reposnory as a means, extern_al to the DNSSEC PKI, to
Vertise and authenticate its public key.

by quantifying data one can decipher its meaning and gal
the progress, and by monitoring one is able discover prablem
as they arise so that designs can be revisited. D. Addressing Key Revocation Problem

Our monitoring system also inspired us to develop a practi-
cal and effective solution to DNSSEC incremental depIoWneﬁ]n
problem, as we discuss next.

Whenever a zone’s private key is compromised, it must
mediatelyreplace the compromised key with a new one
to minimize any potential damage. The challenge is how to
revoke the old keys from all the caching resolvers that still
C. Facilitating Incremental Deployment hold a copy of the old key. Problems may occur if a resolver
The incremental deployment of DNSSEC requires that, fries to use the old (compromised) key to verify a signature
the absence of a PKI, a caching resolver find the public key @&nerated by using the new key.
each DNSSEC-enabled zone in a trustworthy way. We believeTwo similar approaches have been proposed for explicitly
that a distributed monitoring system, such@ecSpidef12], marking public keys as revoked. [30] addsewoked flagto
can help fulfill this requiremenSecSpidehas already made the DNSKEY record itself; setting this bit to 1 indicates the
available the collected keys from all the known DNSSE@ublic key has been revoked. [23] creates a new REVKEY
enabled zones. The remaining question is: how trustworthgcord, similar to the DNSKEY record; if a public key appears
are these results? in a REVKEY record then the public key has been revoked.
First, SecSpideiis a distributed monitoring system, whichBoth mechanisms require self-signatures by the correspgnd
makes it difficult for an adversary to compromise the resulmgivate key. The self-signature ensures that a public key ca
collected by each of all the monitors that are diverselytieda be revoked only by someone with access to the private key.
assuming that the servers for each zone are also diverselyfhe revocation bit and REVKEY record allow an authori-
located. If any mismatch between the replies received frative nameserver to declare a public key revoked, it remain
different monitors is detected, instead of trying to detesm an open issue how to convey this information to caches that
which one is correct, the repository will provide tbemplete might hold the data. Meanwhile an attacker may continue to
information to resolvers, allowing them to make an informeckplay the old revoked key and signature. The REVKEY and/or
decision on which trust anchor to use, perhaps through caevoked bit are only effective if cache learns them.
sultation with additional information. An error will alsoeb  Because a zone cannot know whether or where its data
logged for the repository administrator to take actions. may have been cached, we believe an effective key resolution
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solution should put the responsibility of tracking key st by the signature, the record must be flushed from the cache

on caching resolvers. The caching resolvers can handle sadil re-fetched and the resolver should query the zone for any

abrupt key revocation by two techniqugseriodic key re- REVKEYs or keys with the revoked bit set.

validation and on-demand data re-fetching'he basic ideas For example, suppose on April 28t ar get . sec’s SOA

are to let the caches actively synchronize with the zoneatabeerial number were 2008042801 and an operai®os)(signed

their latest public keys, and to use the signature incepiiioe the zone’s records with a expiration date of Mad$,2008 and

as an implicit sequence number to arbitrate which keys showa lease of 2009042801. If a day lawbwished to revoke the

be used. zone’s key, he would simply create a REVKEY and increase
1) Periodic key re-validation:For each public key in its the zone’s SOA serial to something large, such as 4155526449

cache, a caching resolver can periodically re-fetch it fthe (current serial number 23!). This signals caches that a key

corresponding zone’s nameservers. If the newly returngd kesvocation may be in progress, and they can then request the

set is different from the cached one and has a later inceptREVKEY fort ar get . sec and verify this is indeed the case.

time on the signature, the resolver knows that the zone has

chgnge_d its keys. Given two publi.c key sets that both hayge Handling Dynamic Update

valid signatures, the one whose signature has a more recent _ .

inception time is more recent, hence should override theroth " order to S|gn_the dynamically updated recor(?ls, some keys

Once the caching resolver decides to replace the cacheit puB]U.St be kept onI|ne._ Howevgr, sfcorlng the zone's pnvqte key

keys with the newly fetched ones, it also deletes all caclatal OIonI|ne poses excessive security risks for the zone as wéh as

and companion signatures that are signed by the old (re\yokgssce_ndants. T_O .ad.dress this.dilemma, we propasea split :
Keys. technique to minimize potential damages by the compromise

The signature inception time can also be used to resistyep%{ é)_nline I;;ys.k ide st K tecti d anli
attacks, in which an adversary replays the revoked key to a Ince o 'n(? de]%/s provi ezronge_r dey protectionan Qﬂ 'g id
caching resolver. Upon detecting a key change, the cach S are heeded for signing dynamic ata, we sugg.esta yori

approach of utilizing both. Assuming a zone can differdatia

resolver stores the new key’s signature inception timd threi h I dated and the d icall dated d
old key’s signature expires. This way, any attempt to reay t € manually updated and the dynamically up _ate recoras,
it can create a subzone and place all dynamically updated

old key will be rejected, because either the old key has expir . . . .

or the cache knows a more recent inception time than the 4 ords in this _subzqne, Wh'(.:h we call tUpnam!c_subzone .

key. However, we note that key re-validation works only i§ th/\1er thg Zone 1s split, the private key of the orl_glnal zose |

attacker cannot intercept and modify on-the-fly traffic bestw kept ofﬂ!ne, while the private key of Fhe dynam!c subzone is

the caching resolver and the zone’s authoritative namerser\ll(ept online at the master server to sign dynamic da.ta}.

or the caching resolver may also consult SecSpider for éarth Note that the hosts do not_ need _to be explicitly re-

validation. named to reflect the_zone spll_t. Consider the example of
2) On-demand data re-fetchingAfter a zone changes its the zonefoo.comapd Its dynar_nlc subzondyn.foo.com A

keys, a caching resolver will obtain its new keys at the neEPSt hpst.foo.coleth a dynamically up_d atedl recprd can

periodic checking. However, before that, the stub ressler eep its current name, and add an alias name in the. Zone-

hind the cache may experience temporary failures in res;glvihOSt'foo'Com CNAME hogt.dyn.foo.co‘Fhe use of such alias

a name in this zone, because the cache does not have Ji&¢> keeps the canonical names stabl_e yet a_ccommodates

public keys that are needed to verify the cached signatur ghamic updates through one level of indirection. In our

as we elaborated in Section IV-A. To address this probler?’f(ample’ thg nambost.fpo.f:onis stable, while its associated
we enhance the caching resolver with a new capability (LEaddress is changed indirectly through the updates toithe

follows. When it sends a reply to a stub resolver, it check cord ofhost.dyn.foo.comAs such, the hosts can keep their

whether it has stored the public key that is required to yarif old names despite the zone split.

the returned signature. If not, it will query the correspioigd K Zong_ split r?an "?‘Ch'e\{(e tr;e bEStdOf bOt.h onlI;ne an_d off:!ne
zones for the missing public key. If it cannot fetch the sfieci eys. Since the private key for the dynamic subzone is online

key from the authoritative nameservers, it deletes the alada Fhe ma_lster n?jmeserver C(‘;m dwgctl;;\mgnhthehnevc\j/ rehcords afFe
signatures in question and re-fetch them from the authiweta 't. receives a dynamic update. On the other hand, the security

nameservers. This way, it can guarantee that whenever”?‘tk of this qnline key being_ compromised is minimized. An
returns a signature, it always has the corresponding pub"i’i'&a(:ker haV|_ng access to this online key can forge anyds_cc_)r
key to verify the signature. in the dynamic subzone, but he cannot compromise the otigina

Techniques have been proposed to improve the re-fetch e; This effectively prevents the cascgded damage to the
and signal that new data is available. For example, [23] aufe'S descendants becauge the delegation records of NS and
ments the RRSIG inception/expiration values with a nunaéric S RR.S cannot pe dynamically updated [31], thus must be
lease(a number that is based on the zone’s SOA serial numbgﬁced in the original zone.

that compliments the lifetime. The lease simply adds a notio

that indicates if the zone has not changed its state much VIII. RELATED WORK

since the signature was generated, then resolvers may usBince the seminal work of [6], DNS security has attracted
the RRSIG’s lifetime. If, however, the zone's state (seriahuch attention in both research and operation communities.
number) has transitioned, and exceeded the lease specififedesponse to the ever increasing importance of DNS yet its
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vulnerabilities to security attacks, IETF has charteredDNS of DNSSEC design are probably inevitable, as DNSSEC is
Extensions (dnsext) Working Group to lead the developmeperhaps the first attempt to apply cryptography to an Interne
of DNSSEC in the past decade. To date, a number of DNSSE€ale system and the practical challenges in this endeasa w
related specifications have been published by IETF. The lmtly learned in hard ways. In the process of identifying ¢hes
includes, but is not limited to, [9], [8], [5], [13]. After ya@s challenges, we have also articulated a short list of lessons
of developments and several rounds of protocol revisioa, tkearned, which we hope would prove useful to future designs
current set of DNSSEC specifications [2], [4], [3] is belidveof cryptographic protection for other Internet-scale syss.

to be relatively stable and mature, although some aspetiteof Lesson 1 Design for scalability One lesson repeatedly
DNSSEC design continue to evolve [16], [32], [29], [22], ]23 observed is that the growth of new technologies or appbioati

A comprehensive list of DNSSEC documents are maintaineéghds to be grossly underestimated. A cryptographic design
on the website http://www.dnssec.net. must take great care about operational feasibility as the si

However, most of these DNSSEC specifications focus @fi a distributed system grows. The original DNSSEC design’s
what has been done, rather tharhy we have been doing it. decision of putting the parent’s signature of each childezon
Each of them documents some specific designs for solvipgblic key in the child domain can serve as a thought-
individual problem that has manifested as the system esolvprovoking lesson. The placement of the signature does not
Yet many of the rationales and insights behind these effogs affect the cryptographic correctness, yet it can have pirado
missing from the public archives, except for those commeritspact on the required coordination among a large number of
loosely documented in the IETF mailing list. In contrasdministrative domains when a parent zone changes its key.
this paper is the first effort to systematically document the Lesson 2 Design for heterogeneity he Internet has no cen-
DNSSEC design and deployment issues and classify themtrialized authority. As a direct consequence, different iaisn
a unified framework. Our study shows that many of theseative domains tend to operate with different practiceseba
issues are related to each other and can be traced baclonidheir own judgment regarding the best engineering trfideo
a few fundamental properties of the DNS as a large-scaferyptographic designers can hardly foresee or arbitrate ho
distributed system. These insights also enable us to peoptise system is implemented or operated. Thus the designdhoul
several practical technigues that can facilitate the DNSSEiccommodate different practices. For example, the DNSSEC
rollout and operations. design should not mandate keeping the private keys either

In a broader context, our case study on DNSSEC reveamline or offline. Instead the design should offer altefresti
that a sound and simple cryptographic design can be vewith operational guidelines to explain the necessary prigoa
difficult to deploy in a large-scale system. Such a gap betweand potential consequence of each practice.
cryptography designs and secure systems has long been retesson 3 Design for incremental deploymerhcremental
ognized [28]. In fact, while we focus on operational issues deployment is a fundamental requirement for rolling out
this paper, it is shown in [28] that a security system alse$acany new functions in the Internet. Because the Internet is
non-trivial challenges in terms of implementation, usapil collectively operated by a large number of independent admi
and application integration. However, there is no caseystuistrative domains, individual parties make their own diecis
in [28] that illustrates and analyzes these challengesutiivo regarding when to deploy a new function, or whether to
concrete examples. deploy it at all, based on their perceived gains and cost. No

Another work directly related to ours is a previous studgryptographic design should rely on universal deployment a
on the deployment of a large-scale PKI for the United Stategce, or in any specific order.

Department of Defense [20]. Many of the observations in [20] Lesson 4 Design for imperfect operationsA large-scale

are also applicable in DNSSEC, e.g., the lack of motivatan fdistributed system does not operate in a perfect manner.
kicking off the adoption, system maintenance and personrrather, inconsistencies, errors and failures exist alltithe.
training. In particular, it shows that key revocation is afe A cryptographic design must strive to preserve its provecti
the biggest technical challenges in the PKI deployment arftgspite imperfect operations. For example, in an ideal,case
as a result, the system migrated from the CRL approach to thezone’s private key should be carefully protected and kept
online query (OCSP) approach. We made similar observatis@cret. However, it is inevitable that the administratosym
that key revocation is one fundamental challenge in DNSSE®@ake mistakes that may lead to the private key being exposed.
Thus, one should design to minimize potential damages of im-
perfect operations, and design to promptly detect and mcov
from imperfect operations (e.g., fast key revocation).

It is well known that “security mechanisms are not magic One typical place where imperfect operations happen re-
pixie dust that can be sprinkled over completed protocolgkatedly is the coordination across administrative domain
[7], and our study serves as a concrete evidence — a simiflas a cryptographic design should minimize such cross-
cryptographic design can face multiple grand challengesrwhdomain coordination. The evolution of the DNSSEC PKI can
applied to an Internet-scale operational system. Whilg-cryserve as a good example. Design changes were made to avoid
tography is widely recognized as a powerful tool for seagrrincoordination between a zone and all of its children upon a key
the Internet, the exercise of adding cryptographic prasact change by introducing DS RR, which reduces coordination
into DNS has proven to be more challenging than anyone hatjuired between zones. Changes were also made to reduce
expected. Even in hindsight, the setbacks in the early stagle frequency of key changes by splitting KSK and ZSK.

IX. CONCLUDING REMARKS



14

Lesson 5 Design with monitoring as an integral compo-{29] M. StJohns. Signature-Only DNSSEC: A Simplified Apmbalnternet

nent Generally speaking, cryptographic designs for a d
tributed system require strictly defined operations andr-co

5

Draft, October 2006.
30] M. StJohns. Automated Updates of DNS Security (DNSSHE@)st
Anchors. RFC 5011, Sept 2007.

dination among all the components. This directly contriadic[31] P. Vixie, S. Thomson, Y. Rekhter, and J. Bound. Dynamjudates in
the reality of necessarily imperfect operations in an mder

scale system. Our experience with running SecSpider oeer {%2]

the DNS. RFC 2136, 1997.

S. Weiler and J. lhren.
DNSSEC On-line Signing. RFC 4470, April 2006.

Minimally Covering NSEC Recordsd

last three years shows that distributed monitoring can be @8] Wikiquote. Yogi berra — wikiquote, 2007. http://enkiquote.org/w/
effective means to observe various operational states etedtd
possible inconsistencies and errors, thus monitoring lshime

incorporated as an integral part in the cryptographic desig
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