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Abstract

In this study we investigate the inter action between TCP and
MAC layer in a wireess multi-hop network. This type of
network has traditionally found applications in the military
(automated battlefield), law enforcement (search and rescue)
and disagter recovery (flood, earthquake), where there is no
fixed wired infrastructure. More recently, wireless "ad-hoc"
multi-hop networ ks have been proposed for nomadic computing
applications. Key requirementsin all the above applications are
reliable data transfer and congestion control, features that are
generally supported by TCP. Unfortunately, TCP performs on
wirelessin amuch less predictable way than on wired protocols.

Using smulation, we provide new insight into two critical
problems of TCP over wireless multi-hop. The first is the
conflict between data packets and ACKs, which causes TCP
performance to degrade for window sizes greater than 1 packet.
The second is the interaction between MAC and TCP layer
backoff timers which causes severe unfairness and capture
conditions. In the paper, we identify these problemsin several
representative smulation runs on various topologies and traffic
patterns and indicate possible remedies to improve TCP
efficiency over a wirelessmulti-hop network.

1. Introduction

The rapid advancement in portable computing platforms
and wirelesscommunication tedinadogy has led to significant
interest in the design and development of protocols for
instantly deployable, wireless networks often referred to as
“Ad-Hoc Networks'. Ad-hoc networks are required in
situations where afixed communication infrastructure, wired
or wireless does not exist or has been destroyed. The
applications gan several different sedors of society. In the
civilian environment, they can be used to interconnect
workgroups moving in an urban or rural area or a campus and
engaged in collaborative operation such as distributed
scientific experiments and seach and rescue. In the law
enforcement sector, applications such as crowd control and
border patrol come to mind. In the military arena, the
modern communicationsin a battlefield theder require avery
sophisticated instant infrastructure with far more complex
requirements and condraints than the dvilian applications
[8].
In anutshell, the key characteristics which make the design
and evaluation d ad-hoc networks unique and challenging

include mobility, unpredictable wireless channel such as
fading, interference and obstacles, broadcast medium shared
by multiple users and very large number of heterogeneous
noces (e.g., thousands of sensors).

To these dhallenging physical characteristics of the ad-hoc
network, we mugt add the extremely demanding requirements
posed on the network by the typical applications. These
include multimedia suppat, multicast and multi-hop
communications. Multimedia (voice, video and image) is a
must when several individuals are collaborating in critical
applications with real time oonstraints. Multicasting is a
natural extension of the multimedia requirement. Multi-
hoppng is judified (among other things) by the limited
power of the mobile devices, by obstacles and bythe desire to
reuse frequency and/or code.

Two key requirements of the ad-hoc network environment
are reliable data transfer and congestion control. These
features are generaly supported by TCP. An important
question is how TCP (which has been designed and fine-
tuned for wired networks) interacts with the wireess
protocols, in particular the MAC layer. Both MAC and TCP
layers grive to provide efficient transport in a shared
environment, with some degree of efficiency and with
protection from errors and interference. The MAC layer
however has only a myopic view of the network, which is a
critical limitation in multi-hop networks. In contrast, TCP
provides a true end-to-end control on errors and congestion.

In this paper, we study the TCP/MAC layer interaction via
simulation. The simulation platform used is GloMoSim [18].
GloMoSim isa parallel ssimulation environment implemented
in PARSEC, PARallel Simulation Environment for Complex
Systems [1]. It includes several wirdless protocols in its
library (radio propagation, mohility, MAC, network, transport
and applications). Most importantly, GloMoSim permits the
detailed modeling of severd layers and the study of their
interaction, yet preserving very good runtime dficiency and
yielding manageable exeautiontime.

The rest of the paper is organized as follows: Section 2
reports the configuration and parameters we used for our
smulation. TCP over the MAC layer experiments are
examined in section 3 Section 4 summarizes our grid
topdogy smulation results. Finally, section 5 concludes the

paper.



2. Experimental Configuration and Parameters

We consider three different types of topologies: a string
topdogy with 8nodes (0 through 7) asshownin Fig. 1; aring
topdogy with 8nodes as shown in Fig. 2; and a grid topology
with upto 100 nodes as iown in Fig. 3. Radio channels are
bidirectional; the arows indicate the direction of data packet
transmisgons. ACKs travd in the opposite diredion. The
distance between two neighbor nodes is equal to the radio
transmisgon range. TCP or UDP connections are establi shed
between different node pairs. These @nnections carry large
file transfers (i.e. infinite backlog). In some @ses (grid
topdogy), they cary interactive traffic. Nodes are static (no
mobility). Free space channd model isused in the simulation
moddl. Perfect channd is assumed (no externa noise).
Channel datarate is 2Mbps.
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Fig. 1. String Topology.

@/@\

\ /
G)\@/@

Fig. 2. Ring Topology.

...
© @@
- . e eee o

w eee(9)
()=~
® ® o [ ]
Fig. 3. Grid Topadogy.

Two MAC protocols are wnsidered: CSMA and FAMA.
These protocols were chasen because they are representative
of a broad class of MAC schemes used in wireless LANs.

CSMA (Carrier Sense Multiple Accesg requires carrier
sensing before transmisgon. If the dhannel is free, the packet
is transmitted immediately. Otherwise, it isrescheduled after
a random timeout. The major limitation of CSMA is the
“hidden” terminal problem. Nodes 2 and 4 (in Fig. 1) cannot
hea each other but are both within reach of node 3. They
may transmit simultaneous (in spite of carrier sensing) and
thus cause a ollision at node 3. CSMA was used first in the
Padket Radio network in the mid 1970s[10]. Itisalso used
in several popular wirelessLANs. FAMA (Floor Acquisition
Multiple Accesg uses the RTS (Request To Send) and CTS
(Clear To Send) exchange to prepare the floor for data
transmisgon (thus avoiding "hidden terminal” collision in
most cases) [7]. FAMA is an experimental MAC protocol
spedfically developed for the Glomo DARPA program. It
beas close resemblance to the IEEE 802.11 protocol, which
is being proposed as the standard of wireless LANs as well as
ad-hoc wirelessnetworks [12].

Each node has a 25 padcket MAC layer buffer pool.
Incoming padkets that find the buffer full are dropped.
Scheduling of padket transmissons is FIFO. The routing
protocol is Distance Vector (Bdlman-Ford). In order to
avoid interference between routing update packets and TCP
padkets, the DV algorithm is run only at the gtart of each
experiment to initialize the routing tables.

The TCP simulation model is an accurate replica of the
TCP code running in the Internet hogts today. The TCP
simulation code was generated from FreeBSD 2.2.4 code. In
particular, window size grows progressvely urtil it reaches
the advertised window or until packet lossis detected. In the
latter cases, window size is halved (fagt retransmisson and
fast recovery) or abruptly reduced to 1 (slow start). In our
simulation, we can "force' the maximum TCP window to be
at a certain value by setting the advertised window to such
value (e.g., 146B). TCP packet length is assumed fixed at
146B. In some eperiments, packet loss due to channel
interference is © high that some TCP connections are timed
out and closed. To alow the smulator to run to completion,
we atificially incressed the maximum number of
retransmissons, thus avoiding premature TCP connection
closure.

3. TCPover MAC Layer

Previous MAC layer simulation experiments at UCLA
have uncovered two mgjor weaknesses of the MAC layer: (@)
CSMA and, to alesser extent, FAMA suffer from the hidden
terminal losses, (b) one or more stations tend to “capture” the
channel in heavy load situation. Thus, in the first place loss
recvery must be provided by an upper layer, ether by the
link or transport layer. In this dudy, we consider loss
recovery via the TCP transport layer protocol, as it is the
most popular solution in wirdlessLANsand it isthe easiest to
implement in a multi-hop wireless environment. Secondly,
we wish to remove @pture. The question here is whether
TCP improvesthe apture situation, or makes it worse,

We start with a singe TCP connection that covers a
variable number of hops, from 1 to 7 hogs. In the first set of



experiments, TCP window (W) is 146B. Thus, W =1
padket. The results for CSMA and FAMA throughputs as a
function of number of hops H are reported in Table 1. One
can verify that throughput values match exactly the analytic
predictions for a send-and-wait protocol. The throughpu is

have observed that W > 146 typicaly degrades
performance in the multi-hop environment. The key
performance measures of interest are throughpu efficiency
andfairness

inversely proportional to the hop dstance. CSMA TCP Conrection CSMA FAMA
throughput is dightly higher than FAMA [17] because of o1 5750 349
RTS/CTS overhead in the latter. :
1-2 2987 347
Number of Hops CSMA FAMA 2-3 1805 284
1 18384 14765 3-4 4008 01
2 9213 7187 4-5 4265 14726
3 6148 4754 5-6 2536 1.2
4 4614 3553 6-7 3071 0.2
5 3692 2875 7-0 3628 15069
6 3077 2391 Total Throughput 25050 307920
7 2634 204.7 Table 3. Througtput (Kbps) in Ring Topology, W = 1460B.

Table 1. Throughput (Kbps), Single TCP Connedion,
Variable Number of Hops, W = 1460B.

Next, we st W = 32KB. Here, the TCP protocol
dynamicdly adjusts the aongestion window as required. As
window is increased, multiple packets and multiple ACKs
travel on the path in oppdaite directions, creating interference
and collisons (both in CSMA and FAMA). We would
expect that in balance the window increase improves
performance since for 7 hops, for example, analysis shows
that the optimal throughput (assuming optimal scheduling o
padket and ACK transmissons along the path) is achieved for
W = 3 x 1460B. The smulation results in Table 2 indicate

otherwise. CSMA throughp collapseswhen H = 3. FAMA
does dightly better than CSMA, yet with throughpt much
lower than with W = 146(B.

Number of Hops CSMA FAMA
1 17912 14587
2 4395 7162
3 0.5 3894
4 0.5 714
5 0.5 135
6 0.5 72.8
7 0.5 66.9

Table 2. Throughput (Kbps), Single TCP Connedion,
Variable Number of Hops, W = 32KB.

From the aove results we @mnclude that thereisno gainin
using W larger than single padket size even on connections
covering multiple hors.

Next, we consider the ring topdogy in Fig. 2. The 8 nodes
are engaged in single hop file transfer connections (0-1, 1-2,
etc). We run bath CSMA and FAMA. The results are
reported in Table 3. We only consider W = 1460B since we

We start with CSMA and note that with TCP the protocol
is reasonably fair. Aggregate througlput is 2.5Mbps, which
is quite good considering the fact that the maximum
theoretical throughput achievable on the ring is 4Mbps (i.e.,
two simultaneous sesson at least 3 hop apart).

With FAMA, TCP yieds 3Mbps! This compares very
favorably with the theoretical maximum of 4Mbps. The
solution is quite unfair, however. Two links capture the
entire throughpt. The remaining links have smal to
negligible throughpuit.

Finally, we onsider the cae of a TCP connection
spanning several hops sharing the path with severa single
hopconnections. The experimental configuration (see Fig. 4)
consists of a string with 8 nodes, seven single hop
connedions (0-1, 1-2, etc) and one multi-hop connection (0-
7). The results are reported in Table 4. We find zero or
negligible throughput for the (0-7) connection for both
CSMA and FAMA. This is naot unexpected since, without
link level ACKsthe probability of a packet making it through
7 hopsisvery dim!

TCP Conrection CSMA FAMA
0-1 3587 3342
12 206 4375
2-3 8113 3369
34 9607 147.0
45 218 8340
56 0.0 2489
6-7 16301 387.7
7-0 0.0 0.1

Total Throughput 38033 27263

Table 4. Througtput (Kbps) in String Topology with 0-7
Data Stream, W = 146(B.



In the FAMA experiments aso reported in Table 4, again,
we canot get any significant throughpu from 0 to 7. The
behavior of the single hop sources is fairer than in CSMA,
but aggregate throughput islower (2.7Mbps).

In an attempt to favor the 0-7 connection, we did increase
its window to 32KB. This however had no pogtive effects,
yielding results similar to those of Table 2. In a separate set
of experiments, we reduced the length of the multi-hop
connedion progressvely from 7 hops (i.e., 0-7) down to 2
hops (i.e., 2-4). We were able to observe sgnificant traffic
(111Kbps) only in the 2-4 case with CSMA. Zero throughput
was yielded for 2-4 by FAMA.

It is interesting to compare the behavior of the single hop
connedions in the sring with the ring topdogy. Fairnessis
much worse in the string than in the ring. Some nodes sem
to capture the dhannel while others are locked out. Aggregate
throughput is better in the string than in the ring (3.8Mbps vs.
2.5Mbps). This is expected since the maximum theoretical
throughput on the string (based on optimal scheduling) is
6Mbyps, versus 4Mbps on the ring topol ogy.

In summary, the following lessons were learned from the
TCP experiments in heavy file transfer load. First of al, a
large window has a negative dfed especialy on CSMA. A
window of one packet size provides by far the best results.
Seoondly, capture is not removed. In fact, it is often made
worse by TCP. Apparently, the backoffs in MAC and TCP
reinforce each other, emphasizing cgpture and urfairness
Finally, unfairness is particularly severe with respect to
multi-hop connections. No traffic gets through beyond two
hops when the network is heavily |oaded.

4. Grid Topology

The previous experiments have been based on linear
topdogies (string or ring) with just one type of traffic (file
transfers). In this section, we wish to model a more realistic
environment. Thus, we sdlect a grid topology where each
noce has four neighbors except for the nodes positioned at the
edge of the grid. Network size varies from 4 to 100 nods.
The 10 X 10 gidis swownin Fig. 3. Two types of traffic are
injeaed in this network: FTP traffic dong all vertical paths
(i.e., from 0 to 90, from 1 to 91, etc), and interactive traffic
along al horizontal hogs (i.e., from O to 1, from 1 to 2, from
2to 3 ... from 10 to 11, etc). The interactive traffic is
modeled by a constant offered rate of fixed size padkets. The
rate is uniform over the network and varies from experiment
to experiment. File transfer sources have onstant, heavy
supdy of padketsto transmit.

The performance measure of interest is again throughpi.
The key variables are offered interactive load and retwork
size. We ran experiments with the following loads (per
Interactive TCP connections): 1.5, 7.7, 23.3 and 233.6Kbps;
and with the following gidsizes: 2X 2,6 X 6,7 X 7 and 10
X 10. We report below detailed results for the 10 X 10
experiment with 3 loading condtions; 1.5Kbps, 23.3Kbps
and 238.6Kbps. Summary results will be provided for the
other cases.

We begin with the analysis of the CSMA experiment on
the 10 X 10 grid with offered load of 1.5Kbps. The
interactive sources achieve their full throughpt, i.e., they
manage to discharge dl padketsthat arrive. The FTP sources
fare lesswell (see Fig. 4). They achieve throughpus ranging
from 12Kbps to 64Kbps, with average of 31.9Kbps. The
theoretical maximum is 200Kbps (9 hops, W = 1 packet).
The gap between theoretical maximum and measured values
is due to interference from neighbor FTP conrections as well
as from interactive traffic. Particularly damaging to multi-
hop FTP conrectionsis the high lossrate on the links and the
lack of link lossrecovery. The FTP throughpu at the borders
of the grid (i.e,, O to 90and 9 to 99) is higher than in the
interior since the interference is lower there. Unfairnessdue
to capture is dready quite evident, even at this low leve of
interactive traffic.

Throughput of FTP Connections
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Fig. 4. 10X 10 Grid Topology, Offered Interactive Load of
1.5Kbps.

Next, we shift our attention to FAMA for the same
interactive load (see Fig. 4). Interactive @nnection
performance is about the same as with CSMA. FTP average
FAMA throughpu is higher than CSMA, 54.5Kbps as
compared with 31.9Kbps in CSMA. FAMA is better
protected againg hidden terminal losss. This reduces
FAMA losses and improves its throughpit.  Unfairness and
cepture, however, are present also in FAMA (maximum of
10K bps, minimum of 15Kbps). Again, unfairnessis due to
the progressvely increasing random timeouts. As the
interactive offered load is increased to 23.3Kbps (see Fig. 5),
we start noticing losses in the interactive throughput as well.
Namely, the interactive sources canna keep up with the
offered load. In the CSMA experiment the interactive
throughput is 20.7Kbps. In FAMA, it is 21.4Kbps. As for
the FTP connections, the increase in interfering load causes
strong cegradation and strong capture, especialy for CSMA.
Maximum and minimum values in CSMA are 6.1Kbps and
0.04Kbps. Obvioudy, some @nnections are practically
locked out! FAMA fares a bit better, with maximum and
minimum of 22.9Kbps and 1.9Kbps, respectively.
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Fig. 5.

For interactive load of 2336Kbps (see Fig. 6), the
interactive sources dow strong signs of capture/unfairness
In CSMA we measure amaximum of 121Kbps and minimum
of 11.4Kbps for interactive throughput. With FAMA,
maximum and minimum are 180.5Kbps and 36Kbps.
Average interactive mnnection throughput is 53Kbps in
CSMA and 73.8Kbpsin FAMA. Asfor the FTP throughput,
this virtualy collapses at this load. The aerage FTP
throughput is 0.087Kbps, surprisingly the same for CSMA
and FAMA!
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Fig. 6. 10X 10 Grid Topology, Offered Interactive Load of
2336Kbps.

Fig. 7(a) and 7(b) show average CSMA and FAMA FTP
throughput, respectively, as a function of path length for
various values of interactive load. These results confirm our
ealier findings that end-to-end TCP throughput drops very
rapidly as path length increases. The drop is caused by link
loss whichin turnis caused by interference from neighboring
FTP connections and from interadive traffic.
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Fig. 7. Average FTP Throughput vs. Number of Hops.

More precisdly, if the padket loss probability on a link is
P (asuumed the same for data packets and ACKs) and hop

length is h, then one finds that the TCP througlput is given

by:
w00
R= Ro% @p) E

where R, = througtput in absence of packet loss Thus,

throughput Rdrops fagter than exporentially with hop
length. The more than exponential drop derives from two
facts: (a) the probability that both packet and ACK survive is

(1- p)®, and; (b) the TCP retransmisson time-out doubles
after each retransmisgon, thus average timeout is:

w10
Tout :TO %( ) E

In summary, the grid experiments confirm the irregular
behavior observed in linea topdogies. Namely, endto-end
throughput decays exponentialy with hop length. FAMA is
superior to CSMA (in terms of throughput). Yet both FAMA
and CSMA suffer of unfairness problems (mainly due to
cepture). New insights were dso offered by these grid
experiments. For example, the FTP degradation depends
critically on the level of single hop interfering traffic. It is



less enditive, onthe other hand, to the interference caused by
other multi-hop TCP connections.

5. Conclusion

The focus of the paper has been the MAC/TCP layers
interaction in a multi-hop radio retwork. We have
considered two representative MAC layers - CSMA and
FAMA. The main findings of the study are:

(@ Both CSMA and FAMA exhibit capture under TCP.
Namely, connections take turns in "capturing' the
channel. The apture may last several seconds, even
minutes, This is clealy unacceptable in real time
environments such as the battl efield.

(b) Multi-hop TCP connections are & clear disadvantage
with respect to single hop connections. In case of
channel contention, a multi-hop connection ¢ets zero
throughput in most cases. Moreover, the best
performance is achieved with W = 1 padket (to avoid
conflict between multiple packets and outstanding
ACKs).

(c) FAMA vyidds overall better throughput than CSMA. It
is however more prone to capture than CSMA.

(d) Capture as well as other layer interactions can be
adequately studied orly using a detailed simulation
platform like GloMoSim. Smulators which abstract
some of the layer features (e.g., ignaing retransmisgon
time out policies) may just missthe capture behavior.

The results indicate that more research is necessry to
make TCP and MAC layerswork well together in a multi-hop
environment. More precisaly:

(8 MAC timeouts must be revisited, adding for instance
"vacations' after success

(b) Link level ACKs must be introduced in order to reduce
link loss rates and make TCP work efficiently over
multi-hop paths;

() Endto-end cumulative ACKs, with selective retransmit
feature, shoud be onsidered to make TCP more
efficient in heavy collision environment;

(d) Finally, priorities and scheduling shoud be designed to
maintain fairnessand to suppat QoS connections.
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