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Abstract

Path vector routing protocols such as the Border Gateway Protocol (BGP) are known to suffer from slow conver-
gence following a change in the network topology or policy. Although a number of convergence enhancements have
been proposed recently, there has been no general analytical framework to assess and compare the various proposed
algorithms. In this paper we present such a general framework to analyze the upper bounds of path vector protocols’
convergence delay under shortest path routing policy and single link failure. Our framework takes into account impor-
tant factors such as network connectivity, failure location, and routing message processing delay. It can be used to ana-
lyze both standard BGP and a// the proposed convergence improvement algorithms in the case of shortest path routing
policy and single link failure. It enables us to obtain previously unavailable analytical results, including the delay
bounds of path fail-over for standard BGP and its convergence enhancements. Our analysis shows that BGP fail-over
delay bounds are mainly determined by two factors: (1) the distance between the failure location and the destination,
and (2) the length of the longest alternate path to reach the destination after the failure. These two factors are captured
formally by our analysis and can explain why existing convergence enhancements often provide only limited improve-
ments in fail-over events. Moreover, explicitly modeling message processing delay reveals insights into the impacts of
connectivity richness (i.e., node degree and total number of links in the network), and also the effectiveness of different
enhancements. These new results enable one to better understand and compare the behavior of various path vector
protocols under different topology structures, network sizes, and message delays.
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1. Introduction

In this paper, we analyze the convergence delays
of path vector routing protocols. Once a change
happens to the network connectivity, path vector
protocols tend to explore a potentially large num-
ber of alternative paths before converging on new
stable paths. This “‘slow convergence” problem
has been observed on the Internet for the Border
Gateway Protocol (BGP) [1-3]. In response, a
number of enhancements [2,4-8] have been pro-
posed to speed up BGP’s convergence. However,
there has been no thorough understanding of
BGP and its enhancements’ convergence behavior
due to several reasons.

First, there is no general analytical model that
applies to all the path vector protocol variants
(i.e., standard BGP and its convergence improve-
ment algorithms). Existing models rely on different
assumptions. Though significant convergence
speed-up has been demonstrated by some pro-
posed solutions under certain conditions, the lack
of a common analytical framework makes it diffi-
cult to judge the relative merit of each approach
in general and make comparisons.

Second, existing analytical results are often
incomplete. Particularly, in the case of path fail-
over (i.e., the Tione €vent, where routers switch to
less preferred paths), the analytical upper bounds
of BGP and its enhancements’ convergence delays
are not available. As a result, although it is ob-
served in simulations that various enhancements
can shorten the 7j,,, convergence delay only mod-
estly [6-8], there has been no general explanation
for why this should be the case.

Third, existing analysis did not take into ac-
count some important factors that may influence
a path vector routing protocol’s convergence
behavior. The impacts of topology size and rout-
ing polices were examined in [3,9]. Other factors,
including node degree, total number of links in
the topology, transmission and processing delays
of routing messages, and the locations of failures,
have not received any systematic examination

regarding their impacts on the routing conver-
gence. Therefore, given a network setting, cur-
rently there is no easy way to judge whether the
standard path vector protocol would perform ade-
quately; and if not, which (if any) of the proposed
solutions would perform best.

In this paper we develop a general framework
for analyzing the worst case convergence delay
bounds of path vector routing protocols. Under
the assumption of shortest path policy and a single
link failure, our framework applies to both stan-
dard BGP and all the existing convergence
improvement algorithms. It takes into account
important factors including network connectivity,
failure location, and message processing delay.
We first apply our general framework to the most
commonly used U message processing delay model
[2,3,6-9], which assumes that all routing messages
are processed within a bounded time independent
of network topology, and we present the results
in Section 4. In Section 5 we apply the framework
to a new message processing model, the Q model,
which explicitly takes into account the message
queuing delay at each node, and our results reveal
important insights not available from the U model.
Section 6 reports our simulation results from SSF-
NET [10], a well known BGP simulator where
routing messages are processed through an FIFO
queue at each router, which is consistent with the
QO model.

1.1. Contribution of this work

Our results advance the analysis of path vector
routing protocols in the following aspects:

First, our framework enables us to develop ana-
lytical bounds that were not previously available.
We developed a two-process approach for Tigne
analysis (presented in Section 3) that allows us to
obtain worst case bounds for all existing path vec-
tor algorithms under the assumption of shortest
path policy and single link failure, enabling us to
provide the Tj,,, convergence delay bounds for
standard BGP, Assertion [4], and Ghost Flushing
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[6] for the first time. In addition, we also derived
the Tyown (i.€., the destination becomes unreach-
able) convergence delay bound for Assertion [4].

Second, our analysis shows that standard
BGP’s Tiong delay bound is approximately
M - (nodediameter(G',0) —J), where # is the
Minimal Route Advertisement Interval (typically
30 s), J is the distance between the failure location
and the destination, and nodediameter(G’,0) is the
length of the longest alternate path used to reach
the destination after the failure. This is the first
quantitative result of failure location’s impact on
Tiong convergence and also reveals the role of
nodediameter(G',0) in determining Ti,,, conver-
gence delay. In a well-connected network such as
today’s Internet, the value of nodediameter(G’,0)
is relatively small (around 10 in the Internet
[11]). This explains why various enhancement
algorithms bring only modest improvement to
the convergence delay of Tione. In addition, our
analysis shows that the delay of Tione’s “count-
ing-to-next-best-path” is much shorter than the
delay of Tyown’s “‘counting-to-infinity.”” This is in
contrast to the previous perception that Tyuuwn
and Tione have similar convergence delays [2], a
conclusion based on experiments in which the
value of nodediameter(G',0) was artificially
exaggerated.

Third, our Q model is the first analytical model
that takes into account the queuing delay of rout-
ing message.! Unlike the previous U model, the Q
model reveals insights into the impacts of connec-
tivity richness (node degree and total number of
links in the network) and processing delay:

e The Q model provides a quantitative condition
under which routing messages will not queue up
at a node. The condition depends on the maxi-
mal time to process a single message (pmax) and
the maximum number of messages that can be
received by a node during one .# period, which
in turn depends on the in-degree of the node.

! Note this paper considers the performance of routing
algorithms. In this context, and throughout the rest of the
paper, the term messages refers to routing messages.

e The conventional U model cannot explain why
some algorithms, including standard BGP and
Ghost Flushing, perform differently in topolo-
gies of the same size but different connectivity.
However, this can be explained by the analytical
results based on the Q model since network con-
nectivity plays a role in determining message
queuing delay.

o Different protocols react differently to the
increase of p..x and network connectivity. For
example, Ghost Flushing generates additional
BGP update messages to speed up routing con-
vergence. Thus it performs much better than
standard BGP when a network is sparsely con-
nected and p,.x is small, but much worse than
standard BGP when the network is well con-
nected and p.y is large.

2. Background, definitions, and algorithms

In this section, we present the Simple Path Vec-
tor Protocol (SPVP), which represents a basic
path vector routing protocol and corresponds to
a simplified version of BGP on the Internet. We
also provide convergence definitions that are used
throughout the paper, and describe the various
enhancements that have been proposed to improve
SPVP’s convergence time.

A network is modeled as a directed connected
graph G=(V,E). V={0,1,...,N — 1} represents
the set of N nodes that are connected by links in
E and run the SPVP protocol. Without loss of gen-
erality, we consider only a single destination node
p which is connected to node 0 and p ¢ V. A path
to destination p is an ordered sequence of nodes
r=(Vg, Ug—1,---,09) such that v;€V and link
[v;—v,_1]€ E for all i,1 <i<k, and vy=0. By
definition of r, Vi,0< i<k, v;er; Vi,1 <i<k,
[vi—v,1]€r, Vii0<i<k—1, (v,v,_1,...,09) C
r. We define length(r) =k, and length(e) = oo for
empty path. Because we consider a single destina-
tion node p in the network, any path mentioned in
the rest of the paper means a path to destination p.
This model roughly matches Internet BGP rout-
ing: nodes in V' correspond to Internet Autono-
mous Systems and p corresponds to an IP prefix.
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The following notations are used throughout
the paper:

indegree(G,v)
outdegree(G,v)
distance(G, v, u)

in-degree of node v in G
out-degree of node v in G
shortest distance between v
and u

nodediameter(G,v) = max,, ¢ g{distance(G,v,u)}
diameter(G) =max, ¢ glnodediameter(G,v)}

SPVP is a single path routing protocol in which
each node advertises only its best path to its neigh-
bor nodes. A node v stores the latest path received
from each neighbor, selects the best path, r(v),
according to its routing policies and ranking func-
tions, and advertises r(v) to its neighbors. In theory,
SPVP should be able to work with arbitrary routing
policies, however previous studies showed that cer-
tain path selection policies can lead to persistent
path oscillation [12]. As a first step in deriving a gen-
eral framework for convergence bounds, this paper
only considers shortest path policy® which has been
proven to converge [13]. In the rest of the paper, we
assume shortest path policy in all our analysis, and
leave analysis of other policies to future work.

SPVP is an event-driven protocol; after the ini-
tial path announcement, further updates are sent
only if the best path changes. During SPVP opera-
tions, links may fail and recover. Both nodes v and
u can detect the failure and recovery of link [v « u],
and node 0 can detect the failure and recovery of
link [0 < p]. If link [v« u] changes from up to
down, node v removes the path received from neigh-
bor u from its routing table. If link [v < u] changes
from down to up, node u announces its best path to
v. Upon detecting a link failure or receiving an up-
date, each node recomputes the best path and sends
updates if the best path changes. If link status
changes or update messages result in no path to
the destination, then r(v) = ¢ and a withdrawal mes-
sage carrying € as the path is sent to neighbors.

Like BGP, SPVP has a Minimum Route Adver-
tisement Interval (MRAI) timer which guarantees
that any two updates sent from v to u be separated

2 When two paths have the same length, the path from the
neighbor with lower node ID is preferred.

by at least .# seconds.® Following the BGP speci-
fication [1], the MRAI timer is not applied to with-
drawal messages.

2.1. SPVP convergence definitions

Following [2,3,6,7], we categorize all routing
events into four classes:

e Tx: a previously unavailable destination is
announced.

o Tihore: €xisting paths are replaced by more pre-
ferred paths.

® Tiong: a link [v « u] fails and the nodes relying
on this link switch to less preferred paths.

® Tyown: a destination is no longer reachable and
all nodes withdraw their paths to this prefix.

The convergence time associated with an event
is defined as follows:

Definition 1. Converged State: a node v is in a
converged state iff #(v) will not change unless some
new event occurs.

Definition 2. Network Convergence Delay: de-
noted time(T), starts when a triggering event T
occurs and ends when all the nodes in the network
are converged.

Internet measurements [3] showed that in both
Ty, and Tgore events, the convergence delay is
roughly proportional to the network diameter.
Convergence problems are commonly associated
with Tyown and Tiong events [2,3]. For clarity, in
the rest of this paper, our analysis and simulations
focus on the impact of a single link failure event.
Node failure analysis is not explicitly included
here, but can be done by treating node failure as
multiple simultaneous link failures.

In our model, a T4, €vent occurs when the
link [0 « p] fails, and T, occurs when node 0 de-
tects that the [0 « p] link has recovered from a

3 In theory, the MRAI timer is applied to per (neighbor,
prefix). In reality, BGP’s MRALI timer is often implemented on
a per neighbor basis. Since we consider only one destination
prefix in this paper, this implementation detail is not essential to
our analysis.
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previous failure. Ti,,, events can be triggered by
the failure of any link other than [0 < p], and
Ty can be triggered by the recovery of any link
other than [0 < pl.* As is done in all the related
work [2,3,6-9], we focus on the worst case upper
bound of convergence delay.

2.2. SPVP convergence algorithms

This section reviews existing algorithm
enhancements proposed to improve convergence
time of SPVP. Due to space limitations, we focus
on three representative algorithms: Assertion
(SPVP-AS), Ghost Flushing (SPVP-GF), and
Route Cause Notification (SPVP-RCN).

SPVP-AS: This algorithm [4] reduces the
chance of choosing or propagating obsolete paths
by checking path consistency when new updates
are received. More specifically, assume that node
v receives two paths, r and r’, from two neighbors
u and w respectively. SPVP-AS states that, if u € v/,
then it must be true that r C ’; otherwise, 1’ is re-
garded as invalid and removed. SPVP-AS does not
eliminate the propagation of all invalid paths, and
its effectiveness is sensitive to the topology.

SPVP-Ghost Flushing (SPVP-GF): In SPVP-GF
[6], if node u changes to a path less preferred and u
cannot send the new path to neighbor v immediately
due to MRAI delay, u will send a withdrawal mes-
sage immediately to remove (i.e., “flush out”) the
path previously advertised to v. Therefore, even
though the new path announcement may be delayed
by the MRAI timer, the invalid path is still quickly
removed from the network. SPVP-GF does not
eliminate the propagation of a/l the invalid paths;
its effectiveness depends on topological details.

SPVP-RCN: In SPVP-RCN [7], each node
maintains a sequence number and increments it

4 In some extreme cases, after a Tiong €vent triggered by one
single link failure [v < u], the network can be partitioned into
two parts. One part, say G,, is disconnected to destination p,
and the other part, say G,, is still connected to destination p. In
this case, the analysis and simulation will be equivalent to a
Taown €vent in G, where a destination p’ is connected to node v.
For clarity of presentation, we ignore such 7j,,, event in the
rest of the paper, and consider the topology where each node in
E has at least two neighbors in E, a condition which guarantees
the network is not partitioned by any single link failure.

by 1 whenever its best path changes. When an event
happens, the node that detects the event attaches a
root cause, defined as the combination of the node’s
ID and its current sequence number, to the routing
update message. If this update message causes
other routers to change their paths to the destina-
tion, they will send out update messages containing
the original root cause information. If a routing
event triggers node v to send an update with a root
cause (v, seqnum(v)), any path containing v but with
a sequence number smaller than seqnum(v) is con-
sidered invalid and removed. Since every update
carries the root cause, once a node receives the first
routing message, it can immediately discard all the
paths that are invalidated by the link failure.’

Other Algorithms: Other convergence algo-
rithms include SSLD, WRATE, RCO, and FESN.
In Sender Side Loop Detection (SSLD) [2], the sen-
der v checks the path r before sending it to the recei-
ver u. If u € r, r will be discarded by u due to loop
detection, therefore v will send a withdrawal in-
stead. Withdrawal rate limiting (WRATE) requires
that the MRAI timer be applied to withdrawal mes-
sages as well. Route Change Origin (RCO) is similar
to RCN, but not applicable to 7o, thus it has the
same T4own delay bound as RCN, and the same
Tiong delay bound as SPVP. Forwarding Edge
Sequence Number (FESN) [8] is similar to RCN
except that FESN uses link sequence numbers in-
stead of node sequence numbers. FESN has the
same Tgown and Tione delay bound as RCN.

3. A framework for convergence analysis

In this section, we present a general framework
for analyzing convergence time under the assump-
tions of shortest path policy and single link failure.
We first divide path vector algorithms into two
classes, Implicit Topology-Change Notification
(ITN) algorithms and Explicit Topology-Change
Notification (ETN) algorithms. We also develop
path classification notations needed later in the

> Note that, SPVP-RCN treats node failures as multiple
simultaneous link failures, thus there would be multiple root
causes, and a node can only discard the invalid paths
invalidated by the root causes already received.
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analysis. We use these classifications to establish a
general framework for bounding Tyown and Tiong
convergence times for arbitrary graphs and all
existing path vector algorithms in the case of
shortest path policy and single link failure. Our
analysis focuses on upper bound (worst case) con-
vergence, but we will show later in Section 6, the
insights from delay upper bound helps one under-
stand (average case) simulation results that are
otherwise not easy to comprehend.

3.1. Algorithm classification

SPVP and the various enhancement algorithms
can be classified as either ITN and ETN algorithms.
In Implicit Topology-Change Notification (/7N)
algorithms, topology changes are signaled implic-
itly by announcing a replacement path. For exam-
ple, consider an ITN node v, and suppose that
neighboring node v, announces that its previous
path (v,,v1,v90 =0) is being replaced by a longer
path (v,, vs, v4, 03,09 = 0). Under shortest path pol-
icy, the change to a longer path implicitly signals
that either link [v, < v;]or link [v; < vo] has failed.
Since link failure (or recovery) is signaled implicitly,
a path change received from one neighbor has little
or no impact on the validity of the paths received
from other neighbors. In SPVP and SPVP-GF, a
path r learned from neighbor u can only be invali-
dated if u withdraws r or advertises a replacement
for r. In the above example, path (v,, vy, vg = 0) will
be invalidated only when v, explicitly withdraws
this path by sending a withdrawal, or when v,
implicitly withdraws this path by sending a replace-
ment path (as in above example).

SPVP-AS is the only ITN algorithm that at-
tempts to use implicit failure information to invali-
date paths. In SPVP-AS, path r learned by v from
node u may be invalidated using updates from nodes
other than u, provided that one of the nodesin ris a
direct neighbor to v and this node sends path infor-
mation that conflicts with r. Continuing the above
example, suppose node v also has neighbor vg, and
the path learned from vg is (vg, 02, 01, v9g = 0) when v
receives path (vo,0s,04,03,090=0) from wv,. In
SPVP-AS, node v will remove vg’s path since v,’s
new path of (v,,vs, 04, 03,090 = 0) conflicts with vg’s
path (vg, v, 01,09 = 0) (the sub-paths from v, to vy

are different). Node v will not consider
(ve, 2,01, 09 = 0) as potential alternate path and this
may speed up convergence.® On the other hand,
node v in SPVP and SPVP-GF will choose the inva-
lid path (vg, v2,v1,v9 = 0) as a “new” best path since
it is shorter path than (v,, vs, v4, 03,09 = 0), and fur-
ther propagate this invalid path, increasing the con-
vergence delay. SSLD and WRATE also belong to
the ITN class.

In an Explicit Topology-Change Notification
(ETN) algorithm, every update carries a tag that
indicates which link failure (or recovery) triggered
this update. SPVP-RCN refers to this link as the
“root cause” for the updates. Once a node receives
the first update during convergence period, it
immediately knows the root cause of this routing
event and is able to remove all invalid paths,
regardless of from which neighbor the paths are re-
ceived. SPVP-RCN, RCO, and FESN all belong
to the ETN class of algorithms.

3.2. Path classification

After an event occurs, some paths may become
invalid. We say a path is invalid iff it contains a
failed link. For example, if link [c¢ < b] fails then
any path that contains link [¢ < b] is invalid. Dur-
ing the convergence period, a node that relies on
an invalid path will eventually switch to an alter-
nate path. But in some cases, a node may switch
from one invalid path to another invalid path
and a large number of invalid paths may be ex-
plored before the network finally converges. Algo-
rithm specific rules determine which invalid paths
may be (temporarily) explored during conver-
gence. For example, an SPVP node will never ex-
plore an invalid path that contains itself (but will
explore most of any other invalid paths) while an
SPVP-RCN node will never explore any invalid
path that contains a failed “root cause” link.
Throughout the rest of the paper, we use R,(G, 4)
to denote the set of invalid paths that may be ex-
plored by node v in topology G under algorithm
A. R'(G,A) denotes all invalid paths explored by
node v with a length less than or equal to /.

® The actual SPVP-AS path selection approach is slightly
more complicated due to timing issues and policy withdrawals.
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After a node u changes its path, there is some
delay before this information is propagated to u’s
neighbors. During this time period, we say the
paths stored at u’s neighbors are obsolete. More
precisely, let # and v be neighboring nodes and
let r be a path v learned from node u. We say that
path r is obsolete iff node u no longer uses path r.
Note that obsolete is distinct from invalid. A path
is classified as invalid based solely on the network
topology while a path is classified as obsolete
based solely on consistency between node u and
node v. An obsolete path is not necessarily invalid
and an invalid path is not necessarily obsolete.

To analyze convergence, we are interested in the
maximum time that may elapse before node v
learns its path via neighbor u is obsolete and we
let Z(G,[v < u]) denote the upper bound on the
time a path can remain obsolete. 2(G,[v «— u])
can include the MRALI delay, transmission delay,
propagation delay, queuing delay, and processing
delay. For example, suppose node u changes its
path at time ¢;. In SPVP, node u sends neighbor v
an announcement listing the new path. The new
path announcement may be delayed by the MRAI
timer at u, then incurs some transmission, propaga-
tion and queuing delay before being accepted by
the processor at v. Finally v takes some time to pro-
cess the update and update its routing table at time
1. By definition, 2(G,[v — u]) = t; — 1.

In above example, the announcement implicitly
obsoletes u’s old path and, at the same time,
provides a replacement path. However, in the
SPVP-GF algorithm there is a subtle but impor-
tant distinction between the delay in learning a
path is obsolete and the delay in learning a replace-
ment path. An SPVP-GF node u that changes to a
less preferred path and has its new path announce-
ment blocked by the MRAI timer can immediately
send a “flushing withdrawal”. The withdrawal an-
nounces the previous path is now obsolete but does
not announce the replacement path. When the
MRAI timer later expires, node u will send an
announcement listing the replacement path. In
other words, SPVP-GF provides a fast mechanism
for obsoleting old information and only later sends
the replacement path. We use Ziepiace(G, [V u])
to denote the upper bound on learning the replace-
ment path. In algorithms such as SPVP,

Dreplace (G, [V u]) = (G, [v — u]). But in SPVP-
GF (and future similar algorithms), one can have
Dreplace (G, [V —u]) = D(G, v —u]) + M.

R,(G, A): the set of all the invalid paths, starting at
node v, in G allowed by algorithm A

R!(G,A4) = {r|r € R,(G,A) A length(r) < I}

2(G, [v « u]): maximum time that may elapse
between u changes its path and its neighbor v
learns its previous path via u is obsolete

Dreplace(G, [V« u]): maximum time that may
elapse between u changes its path and its
neighbor v learns u’s replacement path

3.3. Typn analysis

In a Tyown event, the destination is no longer
reachable and network converges when all the
nodes learn that the destination is unreachable.
All (non-empty) paths to the destination are even-
tually flushed from the network, but intuitively
shorter paths are flushed from the network more
quickly. The following lemma captures the rela-
tionship between path length and the time required
to remove a path in a Ty,y, event:

Lemma 1. Given any path r= (v,v;_1,...,09= 0)
of length [ that may occur during a T,,,, event, the
path will be withdrawn by time f(r) = Zlet@(G,
[v; < v;—1]) and will never be restored.

Proof. We prove this lemma by induction on
Consider /=1 and without loss of generality, let
path r = (vy,v9). At time 0, the failure occurs, vy
withdraws its path and will never restore it. This
information propagates to v; and has been pro-
cessed by v; by the time 2(G, [v; < vg]). The path
(v1,v9) Will be withdrawn. Since a path of length 1
can only be learned from vy, it will not be restored.
Therefore the lemma is true for /= 1.

Assume lemma is true for any r = (v,v_y,. - .,
vo) and consider any path r' = (vpr1, 0,011, - - -, Vo).
According to the induction hypothesis, v; has
withdrawn path r from its routing table by time
ZfZIQ(G, [v; < v;—1]) and sends a message x to its
neighbors. Any earlier updates from v; to vy will
have been overwritten by message x, and it takes
at most 2(G, [v;41 < v;]) for message x to be
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processed by vi;. And v; will never advertise r
again according to the induction hypothesis.
Therefore, the hypothesis is true for /+ 1. [

For any path r = (v,v,_1,. . ., v9) that may occur
during a Tyown event, we call f(r) = 21{219
(G, [vi < vi_1]) the lifetime of path r. The lemma
proves that after this lifetime, we can be certain
the path has been withdrawn from the network
and will not be restored later. Using this lifetime,
we can derive Ty,wn convergence bounds for both
ITN and ETN path vector algorithms. We first
consider ITN algorithms, including SPVP, SPVP-
GF, and SPVP-AS.

Theorem 1. For any network G and any ITN
algorithm A,

time(Tyown) <  Mmax
veV reRy(G,A)

{f(n)}-

Proof. Note that maX,cy er,(G.4){f(r)} is the max-
imum lifetime of any path in the network. Accord-
ing to Lemma 1, after the maximum lifetime, all
paths in the network have been removed and will
not be restored. In other words, all nodes must
have concluded that the destination is unreachable
and the network has converged. [

Explicit Topology-Change Notification (ETN)
algorithms converges faster than I'TN algorithms,
because every message carries a root cause notifi-
cation. Once the root cause is received, a node will
be able to discard all invalid paths. Therefore, the
network converges when all nodes receive at least
one message.

Theorem 2. For any network G and any ETN
algorithm A,

time(Tqown) < r{‘lg/x{reg‘l(igﬂ){f(r)}}-

Proof. According to Lemma 1, node v has with-
drawn one of its invalid paths by time of
min,cg, 6.4 {f ()} (e.g. the result of receiving a mes-
sage from its neighbor). Therefore v knows the root
cause, immediately discards all other paths, and
converges.” The maximum of this time over all
nodes guarantees that all nodes are converged. [

7 Again, note that this holds true for the convergence
triggered by a single link failure, which we assumed in the

paper.

3.4. Tione analysis

In Tiong events, a link fails and some paths be-
come invalid, but the destination is still reachable
via some less preferred alternate paths. We say a
node is affected if its path becomes invalid as a re-
sult of the failure. Let [¢ < b] denote the link that
fails and let J be the distance from ¢ to node 0.
All invalid paths have the form (v,...,vp,
ti_1,...,ty), where vo=c, t;_1=»b, and t,=0.
Nodes 7; (0 < i < J — 1) are not affected by the fail-
ure and nodes v; (0 < i < /) are affected nodes. The
affected nodes form a single connected subgraph
G4(V 4, E,). Affected nodes need to discard invalid
paths and converge to the new best paths. The fol-
lowing table summarizes the notations throughout
Tiong analysis and Fig. 1 illustrates the concepts:

G'(V,E) Topology after an event
T occurs in G(V, E)

Vg Set of the nodes whose paths have
not changed after T’

V4 Set of the nodes whose paths
changed after T

Ey Set of the links where both ends

of the link belong to V4
G4 V4 E4) Sub-graph of G’ with V4 and E 4

() Node v’s best path to destination

pin G

*%(v) Node v’s best path to destination
pin G

[c — b] The link that triggers the Tiong
convergence

J = distance(G, c,0), the distance from

the failed link [¢ < b] to
the destination

From Fig. 1 one can not only observe the sub-
graph of affected nodes, but also identify the char-
acteristics of the new converged paths. The
following lemmas formalize the observations from
Fig. 1 and capture the relationship between path
length and the time required to remove a path
during a Tiong event:
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D T = y:y in rib(x).aspath
X —— y:x’snexthopisy
X ——  v:link [x y] in G

X mmmmmmmn- y: x and y are connected

Fig. 1. Routing tree after Tj,,, convergence.

Lemma 2. After T,,,, convergence is complete,
the new path of any veV, must have the
form " (0) = (ap,. . G0, Sg—1s---5S0), Where
v=a, @€V, 0<i<m), s;eVs (0<Ki<
K—1),s0=0.

Proof. Consider any link [s < w] e r"¥(v) where
s € Vs. Thus we have r"V(s) =(s,r"*"(w)) and
rM(s) = (5,r'%w)). It must be true that we
also have w e V. If w was not in Vg, r"%(w) #
r(w) (by definition of V) and thus r™%(s) =
(5,7"%(w)) # (5,r%w)) =r"%s),  contradicting
the fact s € Vg. O

Note that node ¢, who triggered the Tj,,, con-
vergence, might not necessarily be in rib"*V(v).
Fig. 1 indeed gives one example in which node ¢
is not in rib""(v = a,,).

Lemma 3. During Tj,,e([ ¢ < b1), any invalid path
r= (U/,U/,l,. .., 0= C,b= ty_1,...,lp= 0) will be
withdrawn by time g(r) = ZLIQZ(G, [vi — vi-1])
and will never be restored later.

Proof. The proof, similar to Lemma 1, is by induc-
tion on /. Consider / = 1 and without loss of gener-
ality, let path r=(v,v9=c,b=1t;_1,...,10=0).
At time 0, the failure occurs, vy withdraws this
path r and will never restore it. This informa-
tion propagates to v; and has been processed
by v; by the time Z(G,[v, < vy]). The path
(01,00, t5_1,...,t9) Will be withdrawn. Since an
invalid path of length J can only be learned from
vo, it will not be restored and the lemma holds
for /=1.

Assume the lemma is true for any r = (v, vy,
ceUo,b=1t;_1,...,1p =0) and consider any path
r' = (U]_H,U], Vi_1sv 5005ty 15500 = 0) Accord-
ing to the induction hypothesis, v; has withdrawn
path r from its routing table by time
ZfZIQ(G, [v; < v;i_1]) and sends a message x to
its neighbors. Any earlier updates from v; to vy
will have been overwritten by x, and it takes at
most Z(G, [v;41 < v;]) for message x to be pro-
cessed by v.y. v; will also never advertise r again
and the lemma holds for /+1. O
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For any invalid path r=(v,v,_1,...,00,0 =
ty_1,-.-,to=0) that may occur during a Tion,
event, we call g(r) = Zl 12(G, [v; < v;_1]) the life-
time of path rf(u,,ul,l,...,vo,b: [ S PO
to = 0). ® The lemma proves that after this lifetime,
we can be certain the path has been withdrawn
from the network and will not be restored later.

Using this lifetime, we can derive Tj,,, conver-
gence bounds for both ITN and ETN path vector
algorithms. We first consider ITN algorithms,
including SPVP, SPVP-GF, and SPVP-AS.

Consider the Tj,,, convergence triggered by
link [¢ « b] failure, illustrated in Fig. 1. According
to Lemma 2, for any affected node v, its r***(v)
must have the form r**V(v) = (a,, .. ..a0,Sk—15- - -»
so), where v=a,, a,€V, (0<l m), s;€ Vg
(0<i<K-1), =0, where 0 is the node con-
nected to the destination p. Therefore, we have
the following theorem:

Theorem 3. Given any network G and any ITN
algorithm A, time(Tiong) < MaxXyey,{max{wdw(v),
ann(v)}} where

(V) = (Apy - oo, G0y SK—15 -+, 50),
waw(v) = max {g(r)},
reRE (G 4)
ann( ) max{g }+ Zgreplace G [ a; <« ai—l])-

“o i=1

Proof. In general, Ti,,, convergence of node v
consists of two processes, the withdrawal of inva-
lid paths and the propagation of new valid paths.
wdw(v) is the time necessary for withdrawing inva-
lid paths and ann(v) is the time necessary for prop-
agating new paths. The overall convergence time is
the larger of the two times.

8 Note that although the g(r) in Tiong and f(r) in Tyoy appear
to have the same formula Y\, %(G, [v; — v;_]), they are
indeed different due to different representations of invalid path
r. In T4own, an invalid path r is represented as
r=(v,v-1,...,00=0), while in Tione an invalid path r is
represented as r = (v,v/_1,...,00=c,b=1t;_1,...,10=0).
Therefore, for the same r, the values of / in the formula
Zlefis(G, [vi — vi—1]) will be different for Tyown and Tjong, thus
fir) and g(r) will have different values.

The length of v( = a,,)’s new best path is K + m.
According to Lemma 3, all a,’s invalid paths
shorter than K+ m have been withdrawn by
wdw(v) = max,prin(g 0 18(r)}. After this time, all

the shorter invalid paths are no longer available
and v will select new best path as soon as it is
learned by v.

The time required for the new path to become
available consists of the time required for gy to
establish its new path plus the time spent on
propagation from a to a,,. For ay, the new path is
from an unaffected neighbor, sx_1, so it is already
in ag’s routing table prior to the failure. Once any
ag’s invalid paths with length less than K have been
withdrawn, ao will converge to the new path, and
this time is max, er (G )1&(r)}. For the new path
to propagate from dy to a,, it must “replace” any
old paths along the way from «, to a,, and each
hop can add delay up to Zreplace(G, [V — u]).
Therefore the total propagation time is > i,
Dreplace(G, [a; < a;_1]). Combining these two
together, we have ann(v) = max,x« {g(r)}+3°7,
greplace(Gy [ai — aifl])- U !

Explicit Topology-Change Notification (ETN)
algorithms again behave differently compared to
ITN algorithms. Every ETN message carries a
root cause notification that allows a node to imme-
diately discard any short invalid paths and the
convergence depends only the announcement of
the new best path.

Theorem 4. Given any network G and any ETN
algorithm A, time(Tiong) émaxvey{minreRaU(G,A)

{g(r)} + Z:‘n:]@replace(G; [ai — aifl])} where rnew(v)
= (am’ e do, SK—15 ~'~’SO)'

Proof. For ETN algorithms, the first announce-
ment received by v = a,, contains a root cause noti-
fication and any invalid path, regardless of length, is
immediately discarded. To determine the conver-
gence time, we only need to calculate when the
new path arrives at v = a,,. Node a, (in Fig. 1) con-
verges when it receives the first message by time
min,cg, 6.4){g(r)}. The new path then has a maxi-
mum propagation time of Y " Zreplace(G, [a; —
a;_1]) before reaching v = a,,. The overall network
convergence time is obtained by simply taking the
maximum value over all nodes. [
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3.5. Discussion on Z(G,[v «— u])

Having established the general framework for
analyzing convergence bounds, we now consider
specific delay models and produce algorithm spe-
cific results for the standard path vector routing
algorithm and the various convergence enhance-
ments. For any delay specific models, to obtain
convergence time from the framework, we need
to find 2(G, [v < u]). Generally 2(G, [v — u]) in-
cludes MRALI delay, transmission delay, link prop-
agation delay, routing message queuing delay and
processing delay.

The MRAI delay is bounded by the MRAI
timer value, .#, usually configured with the default
value of 30 s with a random jitter. For clarity, this
paper assumes that MRAI timer is exactly ./ sec-
onds without jitter; our results can be easily ex-
tended to consider a jittered MRAI timer. We
assumed per (neighbor, prefix) based MRALI timer,
thus the first message sent from u to a neighbor v is
not constrained by the MRALI timer, and this has
the following implications. For Ty, events and
ETN algorithms, all the messages are withdrawals,
thus MRATI timer does not apply. For T, €vents
and ETN algorithms, node a, in Fig. 1 converges
when it receives the first message (which always
carries the root cause) by time min,eg, (6.4{g(7)}
(in Theorem 4), and this process is not delayed
by the MRAI timer because the first message be-
tween two neighbors is not delayed by the MRAI
timer. But the propagation of new path from a, to
a,, may be delayed by the MRALI timer since the
first message sent by «@; to a;+; might not be a;s
eventual best path, thus this update would turn
on the MRAI timer, and in the worst case, will
delay the propagation of rib"*"(a;) from a; to a4,
by .# seconds. For both Tyown and Tiope in ITN
algorithms (other than SPVP-GF), suppose
(v, i_1,---,00) 1s an invalid path during conver-
gence. The first message sent by v; | to v; turns
on the MRALI timer, but does not necessarily with-
draw the path ' = (v,_1,v;_2,...,09) since v;_;
might only learn this path ' some time later during
the convergence. In the worst case, the removal of
the path (v,_1,v;_»5,...,19) can be delayed by .#
seconds at each hop because the MRALI timer is
on.

Finally, we define 4(G,[v < u]) as the sum of all
the delays in 2(G, [v «— u]) except the MRAI de-
lay. The U model and Q model differ in the mod-
eling of A(G,[v — u]). In U model, h(G,[v «— u]) is
a network-wide fixed number /4; in Q model,
h(G,[v + u]) considers routing message queuing
delay and is a function of node v’s in-degree. We
first present the U model and its results in the next
section.

4. U model and results

In this section, we discuss the U model and its
results. The U model, commonly used in the liter-
ature [2,3,6-9], assumes that all routing messages
are processed within a bounded time, independent
of network topology. In other words, the U model
assigns the same network-wide fixed upper bound,
h, for all h(G,[v < u]), defined at the end of Sec-
tion 3. Therefore, depending on the algorithm,
either 9 = .4 +h or 2 = h, regardless of the
topology and node v. In this section, we provide
Town and Tion, convergence time bound under U
model, and the results are summarized in Figs. 2
and 3.

h(G,[v—u]) Sum of all delays in Z(G, [v < u])
except the MRAI delay

h A network-wide fixed upper
bound of all A(G,[v < u))
in the network

M Minimum Route Advertisement
Interval
9 The network-wide value of

2(G, v+ u]) in U model. It equals
to either 4 or /4 + h

The network-wide value of

Dreplace (G, [0 — u]) in U model. It
equals to A4 + h

9 replace

4.1. Ty results

Applying the delay models to Theorems 1 and
2, we obtained the following T4own delay bounds
under U model in Corollaries 1 and 2.
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A time(Taown)

SPVP [3] (N 1) (M+h)
“SPVP-AS | (N — outdegree(G,0))- (M + h)
SPVP-GF [6] (N=1) &
SPVP-RCN[7] |  nodediameter(G,0)- h

Fig. 2. Tyown convergence results under U model. The SPVP-
AS result was previously unavailable.

Corollary 1. For any network G and any ITN
algorithm A, under U model,

time(Tgown) < D - I;EVyrrI;gszA){length(r)}.

Proof. Since Z(G, [v + u]) = Z, a path r’s lifetime
becomes f(r) = Z - length(r). The corollary
directly follows Theorem 1. [

Considering all possible topologies, the longest
path at most can include every node once, there-
fore max,erg, atlength(r)} = N — 1. Different
from SPVP and SPVP-GF, SPVP-AS has an addi-
tional constraint. Before the failure, node 0’s direct
neighbor v has a direct path (v,0). During the con-
vergence, the first message v that results in v’s path
change is a withdrawal from node 0 (because all
other paths are longer than (v,0)). As a result of
assertion checking, v will never choose nor propa-
gate any path containing node 0’s other direct
neighbors. Therefore, any invalid path during
Tyown convergence can have at most one of node
0’s direct neighbors.9 Thus, for SPVP-AS,
max,er(q, 4)tlength(r)} = N — outdegree(G,0). For
SPVP and SPVP-AS, ¥ = .# + h, while SPVP-
GF has & = h because the “flushing” withdrawals
are not delayed by the MRALI timer.

Corollary 2. For any network G and any ETN
algorithm A, under U model,

time(Tgown) < h - nodediameter(G,0).

° Similarly, in Tiong convergence of SPVP-AS, any invalid
path can have at most one of node ¢’s direct neighbors in V4.

Proof. For ETN algorithms, the first update is a
withdrawal and all subsequent updates are also
withdrawals. Therefore, the MRAI timer does
not apply and & = h. By definition and from
Theorem 2, max,ey{min,cp G {length(r)}} =
nodediameter(G,0). O

4.2. Tippg results

For Tiong events, the lifetime of r under U model
is g(r) = 9 - (length(r) — J) when the failure link
[c < b]is J hops away from node 0.

First consider ITN algorithms. ¥ = .# + h for
SPVP and SPVP-AS and ¢ =#h for SPVP-GF.
wdw(v) in Theorem 3 becomes Z - min{K + m—
J, maxX.eg, (c.a){length(r)} —J}. In SPVP and
SPVP-GF, max,.eRam (G‘A){length(r)} —J = |VA ‘ —
1, while in SPVP-AS, it is |V,| — outde-
gree(G 4,¢)—1. Similarly, the first half of the ann(v)
in Theorem 3, Max, s Galg(r)}, equals to
2 -min{K —J,|V 4 — 1} for SPVP and SPVP-
GF, and 2 -min{K —J,|V| — outdegree(Gy4,c)
—1} for SPVP-AS. And > | Zreplace (G, [ai — a;-1)
= (M +h)-m for all ITN algorithms. We ob-
tained the results in Fig. 3 by summing these terms
and taking the upper bound over all nodes accord-
ing to Theorem 3. Note that nodediameter(G',0) is
the upper bound for K + m, and diameter(G ) for
m.

U model results in Fig. 3 show that SPVP Ti,,,
is (more loosely) bounded by (M + h) - (nodedia-
meter(G’,0) — J). Later in Section 6, we show that
this (looser) bound provides important insights
into the modest improvements seen in simulated
Tiong cOnvergence.

For ETN algorithms, the similar procedure can
be repeated, with & =h and Diepiace = A + h.
Note diameter(G,4) is the upper bound of both
distance(G,ay,c) and m.

5. O model and results

The section presents our Q model, which is the
first analytical model that explicitly takes into ac-
count the routing message queuing delay at each
node, and reveals important insights not previ-
ously obtained by the U model.
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A Tjong results under U model
*SPVP (M + h) - min{nodediameter(G',0) — J,|Va| + diameter(G4) — 1}
*SPVP-AS (M + h) - min{nodediameter(G',0) — J, |Va| + diameter(G 4) — outdegree(Ga,c)}
*SPVP-GF M - diameter(G 4) + h - min{nodediameter(G',0) — J,|Va| + diameter(G4) — 1}
SPVP-RCNJ7] (M + 2h) - diameter(Ga)

Fig. 3. Tjone results under U model. The results for SPVP, SPVP-AS and SPVP-GF were not available before.

The limitation of U model is that it uses the
same (G, [v < u]) for all nodes, but in fact differ-
ent nodes may have different 4(G,[v <+ u]). The U
model not only gives coarse estimate of the conver-
gence time, but also fails to reveal important rela-
tionships between the convergence time and the
network topology. This section introduces the Q
model, which incorporates a queuing delay esti-
mate into /(G,[v < u]) and better reflects BGP
implementations. With the Q model, we can obtain
tighter bounds on convergence time and new in-
sights into the impact of richness of connectivity
and processing delay.

5.1. Queueing delay

Id Upper bound of the sum of
transmission and propagation delay
on any link in the network

Pmax Maximum message processing time
at any node in the network

h(G,[v <+ u]) Sum of /d, queuing delay and
message processing time when
message is propagated from u to v

The Q model uses /d to denote the network-
wide upper bound on the sum of link delay,
transmission delay, and any delay due to retrans-
mitting lost packets. In other words, an update
sent by node u will be received by node v within
time /d. Note that in reality different links might
have different /d values, and in this paper we as-
sume that /d is a network-wide bound in order to

simplify our analysis. The Q model assumes a
node v processes update messages in FIFO order.
If a message arrives while the processor is occu-
pied, the message is placed in an FIFO queue.
The queuing delay depends on the number of
messages in the FIFO queue at the moment a
message arrives. Once the message gets to the
processor, it will be fully processed in [pmin, Pmax]
seconds. Again, we assume that p.;, and p.x are
network-wide bounds in order to simplify our
analysis. Thus A(G,[v < u]) equals to the sum
of Id, maximal queuing delay, and maximum
processing delay (pmax) at node v. Because all
nodes in the network have the same /d values
and the same p,,, values, our model i(G,[v « u])
is mainly to model the message queuing
delay.

If the number of messages that arrive at a node
during some interval exceed the number of mes-
sages the node can process within the same inter-
val, the node’s queue size will increase. If
messages keep queuing up at a node, the conver-
gence delay can be very long [14]. In the following,
we first derive the quantitative conditions under
which messages will not queue up at a node. The
MRAI timer (see Section 2) ensures that two
announcements sent by node u to v must be sepa-
rated by at least .# seconds. Since withdrawal
messages are not restricted by the MRAI timer
and our algorithms do not send duplicate updates,
during any period of .# seconds, the most updates
u can send to v is a sequence of withdrawal,
announcement, withdrawal. That is, we have the
following assumption:

Assumption 1. During any .# second interval,
node u can send at most 3 updates to node v.
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More detailed explanation for this assumption is
provided in Appendix 1 of this paper. Based on this
assumption, we have the following corollary:

Corollary 3. During any (.4 — Id) interval, node v
can receive at most 3 updates from node u.

Proof. Consider any sequence of four updates
from u to v, assume the first one is sent at time
ty, received at ¢}, and the last one is sent at 4,
received at #;. Assumption 1 ensures that z,—
t; > M, and since the link delay is between
(0,/d], we have t, <, <ty+/d and f; <t <
t1 + ld. Therefore, t, — ¢, > 4 — Id. O

This corollary allows us to obtain a bound
WG, v — ul).

Lemma 4. In the Q model, if M —Ild > 3
indegree(G,v) - p.x. then at any moment t, there
are at most 3 - indegree(G,v) messages in v’s queue.

Proof. For a base case, at time ¢ =0, the queue
starts with no messages. During the first
(M — 1d) seconds, at most three messages can be
received from each neighbor according to Corol-
lary 3.

Suppose the Lemma is true for time period
[0,i- (M —1d)), i=1,2,3,..., we examine the
queue at any moment ¢ in time interval
[i- (M —1d),i+1) (M- 1d)]. At time ¢ =¢—
(M —1d), there are at most 3 -indegree(G,v)
messages in the queue since ¢ falls in
[0,i- (.4 — 1d)). All these messages are processed
within 3 - indegree(G,v) - ppax < -# — Id seconds,
therefore by time ¢, they have all left the queue.
The number of messages that can arrive within
[¢,¢] is no more than 3 - indegree(G,v), thus the
hypothesis holds for (i +1). O

Theorem 5. In the Q model, if M —1ld >3-
indegree(G,v) - prax. then WG, [v—u])<3-
indegree(G,v) - pmax + 1d.

Proof. Follows directly from Lemma 4. [

Lemma 4 offers the first quantitative conditions
under which messages will not queue up at a node.
Using this condition, we note that .# > 3
indegree(G,v) - p... + Id is a sufficient condition

to provide an upper bound for /4(G,[v < u]) and
we assume this condition is true in the rest of this
section. '’

5.2. Delay bounds under Q model

Because Id and p,,., are the same for all the
nodes in a given network G, h(G,[v« u]) =
ld + 3 pmax - indegree(G,v) becomes a function of
indegree(G,v). In contrast, the fixed number % in
the previous U model is the network-wide bound
for h(G,[v<—u]), and it equals the largest
G, [v < u]) among all possible nodes v in G, i.e.,
max, ¢ p(G,[v— u]) =1ld+ 3 ppax - Max, ¢ yinde-
gree(G,v). Therefore, the Q model provides tighter
bound for each convergence algorithm we have
studied, and more insights into how topology
affects convergence delay.

Theorem 1 shows that the Ty, convergence
time of ITN algorithms is time(Tgown) <
maXyeqer,(G.4) 1/ (r)}. Under Q model, the lifetime
of path r=(v,0_1,...,00) is f(r) =S 0 (M+
ld + 3Dy - indegree(G,v;)) for SPVP and SPVP-
AS, and f(r) = YL, (Id + 3py,,, - indegree(G, v;))
for SPVP-GF.

Since SPVP and SPVP-GF do not restrict
R,(G, A) (Section 3), in the worst case an invalid
path can include every node. Therefore, for SPVP,
time(T gown) < Zf\sl(% + 1d + 3p,. - indegree(G,
0)=(N—-1) (M + 1d) + 3Py - Z?:llindegree
(G,i) = (N = 1) (M + 1d) + 3py. - (|E| — inde-
gree(G,0)); for SPVP-GF, time(Tgoun) < S
(Id + 3p,.,, - indegree(G,i)) = (N — 1) - Ild + 3p,..-
(|E| — indegree (G,0)). SPVP- AS restricts
the invalid path to include only one of node 0’s
direct  neighbors,  therefore  time(Tgown) <
> v wherepoeojgo (A + 1d + 3py,  indegree(G,
v)) + (M +1d +3p,. - max, o {indegree(G°, v)}) =
(N — outdegree(G,0)) - (M +1d) +3pya - (|E|— |E°|
+max, o {indegree(G°,v)}), where G°=(V°,E%

10 Note that in practice, the default setting of .# is 30 s, and Id
in the Internet is at most several hundreds of milliseconds. For
an upper bound of ppn.x = 0.01, this assumption is true for
topologies with indegree(G,v) < 1000. On the other hand, py.x
can become large when the background routing load (caused by
other prefixes) is heavy.
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A Tiown results under Q model

*SPVP (N —1)- (M +1d)+

3Pmac - (|E| — indegree(G,0))

*SPVP-AS | (N — outdegree(G,0)) - (M + 1d)+

3pmaz - (|E| — |E°| + maz,cqo{indegree(G°,v)})

*SPVP-GF (N —1)-ld+

3Pmaz - (|E| — indegree(G,0))

*SPVP-RCN nodediameter(G,0) - ld+

Dmag * nodediameter(G, 0)

Fig. 4. Tighter bounds for T4own, under Q model.

is the subgraph consisting of node 0 and its direct
neighbors. These results are summarized in Fig. 4.

The results obtained with the U model (Fig. 2)
implied the convergence time bound is propor-
tional to the number of nodes in the network for
SPVP, SPVP-GF, and SPVP-AS. However, the O
model reveals that each algorithm also has a term
proportional to the number of links in the net-
work, and this is an important factor in under-
standing the simulation results (Section 6) and
the impact of the algorithms in Internet-like
topologies.

For SPVP-RCN, since the first message re-
ceived causes the receiver to converge, queuing de-
lay does not affect the convergence time. Thus
h(G,[v < u]) < Id + pmax holds, and according to
Theorem 2, time(Tqown) < nodediameter(G,0) -
(Id + pmax). Compared with the results of SPVP,
SPVP-AS, and SPVP-GF, RCN’s advantage is
more pronounced than in Q model.

For Ti.n convergence, the improvements of
convergence algorithms are mainly on removing
invalid paths faster (wdw(v) and the first half of
ann(v) in Theorem 3). This process is similar to
Tgown thus we can obtain similarly tighter delay
bounds for this process under Q model. For brev-
ity, the detailed Tjone results are not presented in
this section, but they can be found in the Appendix
1 of technical report version of this paper [15].

6. Simulation results

We conducted simulations using SSFNET [10].
The SSFNET simulator implements an FIFO
queue for incoming messages. Our parameter set-
tings are .# =30s, Id=0.002s, pmin=0.001s

and pna.x = 0.01 s, unless otherwise specified. Each
data point represents the average over multiple
simulation runs. Although the analysis in earlier
sections provides only the upper bound of conver-
gence time, as also done in previous work in the lit-
erature [2,3,6-9], the insights from our worst-case
analysis help one understand the simulation results
(average case) that are otherwise not easy to
comprehend.

6.1 Tdown

We use three different types of topologies to
study the impacts of different network properties.

6.1.1. Clique

A Clique(n) is a full-mesh of n nodes, which is
commonly used in the literature [2,14,6,7] to study
routing protocol’s convergence properties. Cli-
que(n) often reflects the worst scenario because of
its high connectivity: indegree(Clique(n),v) =
outdegree(Clique(n),v) =n — 1. With . # =30s
and Id =0.002 s fixed, there are two variables: n
and pnax. We vary both n and p... together.
Fig. 5 shows the Q model T4,y, analytical results

A Tiown for  Clique(n)

SPVP (n—1)(M+1d)+  3pmaz - (n — 1)
SPVP-AS ld+  Pmas

SPVP-GF (n—1)-ld+ 3pmaez- (n—1)2
SPVP-RCN ld+  Pmaz

Fig. 5. time(Tyown) for Clique(n).



D. Pei et al. | Computer Networks 50 (2006) 398—421 413

Worst Case Convergence
Delay Bound (seconds)

Worst Case Convergence
Delay Bound (seconds) "

1.6

OO0 =
oNrD=NB

20
Cligue e 25 30 02 «f
Que size 1y 35 40

c

Worst Case Convergence

Worst Case Convergence

Delay Bound (seconds)

10
5 20 55
clique size , °

Delay Bound (seconds)

o

OO0 =
OB D=
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(c) SPVP-AS and (d) SPVP-RCN.

for Clique(n)'' and we graph the analytical worst
case in Fig. 6. The simulation results are shown
in Fig. 7.

Fig. 8(a) shows the analytical worst case results
when p..x 1s fixed while n varies, and Fig. 8(b)
shows the analytical worst case results when 7 is
fixed while pn.x varies. Similarly, the simulation
results are shown in Fig. 9(a) and (b). Due to the
order of magnitude difference in numbers, we use
both left and right Y axes in the figures.

The trend of SPVP-AS and SPVP-RCN’s con-
vergence time is consistent with the analytical re-
sults. They are consistently shorter than the
other two, not affected by network size n, but
increase linearly with pp.x.

When routing load (pnax) is low and network
connectivity (n) is sparse, the trend of SPVP and

" If we just plug the Clique(n) parameters into SPVP-AS’s
result in Fig. 4 we would get (Id+ #)+ 3py.-(n—1).
However, because the link delay is fixed at /d, a node will
always receive the withdrawal message from the origin earlier
than from other nodes, thus there is no queuing delay, and the
actual bound becomes (/d + puax)-

SPVP-GF’s convergence time is consistent with
the analytical results, and SPVP-GF outperforms
SPVP significantly. However, when p... and n
are large, both protocols have very long conver-
gence time (Fig. 7(a), the right-up corner, and
Fig. 7(b), the right half), and SPVP-GF’s increase
is even more dramatic (Fig. 9(b)). In addition, the
comparison between Figs. 7(b) and 6(b) shows that
SPVP-GF’s simulation results are actually worse
than the analytical worst case results! This seem-
ingly strange behavior is explained by Lemma 4.
The lemma offers a quantitative condition under
which messages will not queue up at a node v: if
M —1d > 3 -indegree(G,v) - pp.- In  Clique(n),
with our setting, this condition becomes 30 >
3(n — 1)pmax. But this is only the sufficient condi-
tion. The actual turning point where messages
start queuing up can be different. On average, each
message experiences a processing delay of
(Pmin + Pmax)/2 = Pmax/2. The factor 3 comes from
Assumption 1, which reflects the worst scenario.
Of most cases in simulation, this factor becomes
1 for SPVP, and 2 for SPVP-GF since SPVP-GF
sends extra withdrawal messages. Therefore, the
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condition of messages being queued up in simula-
tion is approximately (7 — 1) * pmax = 60 for SPVP,

and (n—1)

“Pmax ~ 30 for

SPVP-GF. Once

messages start being queued up in routers, the con-
vergence time will increase dramatically. Since
SPVP-GF hits the turning point earlier, its con-

vergence time becomes longer than that of SPVP
when routing load is high (Fig. 9(b)).

6.1.2. Grid
A Grid(n,d) is a two-dimensional n by n grid,
whose nodes have the same in-degree and out-
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SPVP-AS
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SPVP-GF

(n — 1)ld + 3d(n? — 1)pmax

SPVP-RCN

diameter(Grid(n, d))(ld + pmaz)

c

Fig. 10. Tyown in Grid(n,d): (a) Tgown for Grid(3,4), (b) Grid(10,d) and (c) time(Tyown) for Grid(n,d) under Q model.

Q model analytical

results.

The

U model

topology, Q model analytical results, and simula-
tion results with n» =10 while d varies. As the
node degree increases, the convergence time of
SPVP and SPVP-GF increases, SPVP-RCN de-
creases, and SPVP-AS increases first but de-
creases later. These are all consistent with the

(Fig. 2) would expect the convergence time fixed
for all protocols since the network size N = 100
does not change. This demonstrates the improved
explanatory power of Q model because it takes
into account the richness of the network
connectivity.
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Fig. 11. Simulation results for Tyown convergence time in Internet-like topologies: (a) network size, (b) nodediameter(G,0) and
(¢) |E| — indegree(G,0) in SPVP-GF.

6.1.3. Internet-like topology graph had degree 2 or greater. We used this

To further understand 74w, convergence, we method to generate two 55-node topologies, four
simulate Internet-like AS-level topologies. To de- 28-node topologies, and eight 14-node topologies.
rive a simulation topology that resembles the One node x is chosen as the only origin AS that
Internet topology,'? we first generated a 110-node advertises a destination prefix, and we simulate
AS-level topology based on BGP routing tables Taown €vent by marking x down. We repeat simu-
from RouteViews [16] by using the algorithm de- lations for each node in each topology. The Q
scribed in [17]. Following the same algorithm, we model analytical results (Fig. 4 the second column)
randomly removed some links and selected the show that N, |E| — indegree(G,0) and nodediame-
largest connected sub-graph. In this sub-graph, ter(G,0) are important factors, so we are interested
we merged two non-adjacent nodes with the small- in their impact as well as the comparison among
est degrees, and which shared no neighbors. This different protocols. From the network size (N)
merging was repeated until all nodes in the sub- point of view, Fig. 11(a) shows that the conver-

gence time of SPVP-RCN and SPVP-GF are 2-3

2 Due 10 SSENET's well.k o da 4 brobl order of magnitudes better than that of SPVP
ue to s well-known simulation speed problem .

and demanding memory requirements when simulating large and SPVP-AS; this is bec"fluse S_PVP-RCN and

network topologies [14], we can only simulate relatively small SPVP-GF do not have .# in their Tyown conver-

AS-level topologies. gence time. This performance difference is also
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confirmed by the results from nodediameter(G,0)
point of view in Fig. 11(b). In addition, the trend
of linearly increase of SPVP-RCN is expected from
its worst case nodediameter(G,0)(ld + pnax). For
SPVP-GF, its worse case is (N—1)ld+ 3(|E| —
indegree(G,0))pmax, and Fig. 11(c) confirms that
its convergence time is indeed approximately pro-
portional to (|E| — indegree(G,0)). These results
demonstrate that although our analytical results
considered the upper bound, insights obtained
from this analysis can help us understand the aver-
age case.

6.2. Tiong

Prior to this work, there were questions about
the Tiong convergence time that had not been an-
swered. Early Internet experiments [2] claimed that
Tiong and Tyown have similar convergence time due
to path exploration. However, later algorithms
such as SPVP-RCN and SPVP-GF improved
Taown significantly by reducing path exploration,
but only improved Tj,, modestly in simulations
[6,7]. For example, Fig. 12(a) shows the averaged
Tiong convergence time versus the network size N
in some Internet-like topologies. The results are
averaged over various origin nodes and failure
links, while J is kept fixed at 1. It is worth to not-
ing that SPVP performs well even in large network
size, and none of SPVP-AS, SPVP-GF, or SPVP-
RCN provides significant improvement.

32

SPVP ——
SPVP-AS ---X---
SPVP-GF %+

SPVP-RCN {3

16

Convergence Time (seconds) (log2)

Convergence time (seconds)

8 16 32 64 128
Number of Nodes(N) (log2)
a
Fig

Our analysis enables us to provide the first
quantitative explanation to the above phenom-
ena. The analytical results of T, delay under
O model are presented in Appendix 1 of the
extended version of this paper [15]. They are sim-
ilar to the results under U model (Fig. 3) in that
the dominant factor in T, convergence time is
nodediameter(G',0) (Fig. 12(b)). nodediame-
ter(G’,0), the longest distance to the destination
after the failure, is usually a small value in a well
connected network, e.g., <9 in our simulation
topologies. Therefore, the room for Tion,
improvement by any algorithm is far less than
the room for improvement in Tyow,. In the real
Internet, nodediameter(G’,0) is likely to be a little
bit more than 10 [11], a relatively small value.
Previous experiments [2] injected synthesized
backup path with length around 30, which artifi-
cially increased the mnodediameter(G',0) about
three times, resulting in very long 7jon, conver-
gence time.

Our analysis in Fig. 3 shows that another
important factor in 7Tj,,, delay bound is J, the dis-
tance from the failure to the destination. The lar-
ger J is, the smaller the delay bound. However,
this factor has been implicitly ignored in previous
studies. To study the impact of J, we simulated
SPVP Tiong in Grid(n,4) topologies, while varying
both nodediameter(G’,0) = n and J. The results in
Fig. 13 show that the convergence time indeed is
proportional to —J.

]
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. 12, Tipng in Internet-like topologies: (a) network size (log-log), (b) nodediameter(G',0) in 110-node topology.



418 D. Pei et al. | Computer Networks 50 (2006) 398—421

160

n"2=36 ——
n2=100 -X--
140 m_ 2225 ¥ ]
“a n2=400 -

120} N\2=576 -- M-
0 Q.
i 100 T n .
3
c * o
% 80 ” @,
9] K. ]
> ..,
c 60

- B
8 X s *. n
a
401 ‘X\ * ) Sy
X, o] “m
20t \ X,
0 y N VR o B
0 2 4 6 8 10 12

J=The Distance of Failure from the origin AS in SPVP

Fig. 13. SPVP T\, in Grid(n,4), n and J vary.

7. Related work

There are several previous efforts in analyzing
convergence delay in BGP (or SPVP). Labovitz
et al. [2] analyzed the Ty, convergence delay
bound by using a synchronous model of BGP
and observed that Clique(n)’s convergence time is
bounded by (n— 1).# seconds. Further analysis
by Labovitz et al. in [3] showed that Ty,wn conver-
gence delay is upper bounded by (p - .#), where p is
the length of the longest possible backup path. The
above results were obtained using U model, ignor-
ing the routing message queuing delay. Obradovic
[9] developed a real-time BGP model which takes
into account an edge delay similar to the definition
of Z(G, [v « u]). Based on this real-time model, the
author showed that the T4y, convergence time
bound for the shortest path policy is wp where p
is defined above and w the largest edge delay. The
author did not specify how to calculate the edge
delay or model the MRAI delay. Our analytical
framework is more general than these three works,
and provides the Tjon, analysis results which are
missing in the above works. Our Q model also pro-
vides more accurate and insightful results.

The analysis of Ghost Flushing [6], RCN [7]
and FESN [8] uses the U delay model. Our analysis
with Q model provides tighter delay bounds than
those provided by these three works. In addition,
our general analytical framework allows us to pro-
vides Tjong results for SPVP-GF, which were miss-
ing previously. Simulation studies using SSFNET

by Griffin et al. [14] found that for each network
topology there is an optimal .# during which mes-
sages received from each neighbor can be ‘“‘con-
sumed.” Our work provides a sufficient condition
under which the messages can be consumed
(Lemma 4 and Theorem 5).

Ansari et al. [18] proposed an efficient and reli-
able approach for disseminating link-state infor-
mation in a network. Traditionally link-state
protocols (e.g., OSPF) flood link-state information
to the entire network, which incurs significant com-
munication overhead. A low-overhead alternative
is to disseminate the information only along a
spanning tree, but it will break if any link on the
spanning tree fails. Given a network topology
graph, Ansari et al. [18] proposed to construct a
sub-graph which has fewer links than the original
graph, but does not introduce any one-link
minimum edge cut. Disseminating the link-state
information over this sub-graph has less communi-
cation overhead than flooding the entire network,
and at the same time it can tolerate some link fail-
ures on the dissemination paths.

However, Ansari et al. [18]s approach cannot be
directly applied to path vector protocols like BGP
due to fundamental difference between path vector
and link-state routing. In link-state routing, the
information being propagated is the origin link’s
state. This information does not change during the
propagation, and as long as a router receives this
information, it does not matter from which neighbor
it receives. However, in path vector routing, the
information being propagated is the sender’s “‘best
path,” which will change after each hop. A router
must know all of its neighbors’ best paths in order
to pick its own best paths. Therefore restricting the
routing exchange on a subset of links like [18] will
affect the correctness of routing decision.

8. Conclusion and future work

This paper presents a general framework for
deriving and analyzing convergence delay bounds
in path vector routing protocols. To the best of
our knowledge, our framework is the first one that
can be used to analyze all the existing path vector
protocol variants (both standard BGP and its con-
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vergence improvements) under the assumption of
the shortest path policy and single link failure. It
quantifies the impacts of important factors, includ-
ing network connectivity, failure location, and
message processing delay. We believe that our
framework can also be used to analyze new
improvements of path vector routing protocols,
should they occur.

Our framework enabled us to develop analytical
bounds that did not exist previously, i.e., Tiong
delay bounds of standard BGP, Assertion, and
Ghost Flushing as well as the Tyow, delay bound
for Assertion. Our analysis also shows that the
dominant factor in BGP’s Tj,,, delay bound is
the nodediameter(G’,0) — J, where J is the distance
between the failure and the destination and noded-
iameter(G',0) is the length of the longest alternate
path used to reach the destination after the failure.
The value of this term is relatively small in a well-
connected network such as today’s Internet, which
explains why various proposed convergence
improvement algorithms only shorten the conver-
gence delay of Tion, to a modest degree. Further-
more, by taking into account the message
processing delay, the Q model reveals insights into
the impacts of topological connectivity richness
and message processing delay on convergence
delay, and explains why different protocols react
differently to the increase of routing message load
and network connectivity.

8.1. Future work

We believe that the framework developed in this
paper can be extended in the following ways. First,
as with all existing analysis in the literature, our
current framework is not directly applicable to
multiple failures overlapping in time. Modeling
overlapping failures would require factoring in de-
tailed timing of the overlapping failures. Further-
more, not all the existing convergence algorithms
provide details of how to treat multiple link fail-
ures, and different details could lead to different
convergence results. In our on-going work, our first
step is to analyze the case of single node failure of
ETN algorithms, and we assume that simultancous
root causes will be sent out by the neighbors of the
failed node. This assumption can help simplify the

analysis. For example, in Ty,w, @ node’s conver-
gence starts when the node failure happens and
ends when the last piece of root cause information
is received. In addition to this on-going work, we
also plan to analyze the node failure and multiple
overlapping failures in general.

Second, as stated in the BGP specification [1],
multiple routers within the same AS should behave
consistently and appear to be one node to the out-
side. Therefore, as with all the existing BGP con-
vergence studies, we model each AS as a node
even though there may be multiple routers within
one AS. This omission of detail does not affect
our general framework in Section 3 or U model
analysis results in Section 4, but does have an im-
pact on the accuracy of message processing delay £
in our Q model since queuing delay may occur at
each of multiple routers. For future work we plan
to extend the ““‘message processing delay” in our Q
model to cover the case of multiple-router ASes.

Third, for simplification, we assumed shortest
path policy in our framework. However, a path
vector protocol can adopt many types of policies,
including the shortest path policy and the “no-val-
ley” policy [19]. We note that our analysis provides
comparative evaluation for different path vector
protocols under shortest path policy, and that
our analysis technique should hold in the case of
a more general policy, provided that the policy
does not lead to policy oscillation as shown in
[12]. However, the results can be different, depend-
ing on the convergence algorithms and types of
failures. For T4ow, convergence under ITN algo-
rithms, the delay bound would be proportional
to the length of longest possible path allowed by
the policy; under no-valley policy, the longest pos-
sible path can be smaller than that in case of short-
est path policy. Similarly, for Ty,, convergence
under ETN algorithm, the delay bound would be
proportional to the diameter allowed by the policy
(i.e., the length of the longest shortest path allowed
by the policy). For the Ty, analysis, the concepts
of border-node and two-process convergence will
still be the key to the analysis, but the path explo-
ration would not be monotonic in path length as in
the shortest path policy case. As our next step, we
plan to analyze convergence delay bounds with the
no-valley policy.
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In summary, the framework presented in this
paper provides a solid basis that enables these
future works.
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Appendix 1. More explanations for Assumption 1

BGP RFC [1] specifies that only one announce-
ment can be sent out within .# seconds from one
node v to a neighbor u, now we show that more
than one withdrawal can be sent within .# sec-
onds. We then argue that they signal no new infor-
mation and should cause negligible processing
delay if they do occur, thus Assumption 1 is
reasonable.

Since the MRAI timer does not apply to with-
drawals, a node v can send out a withdrawal imme-
diately after r(v) changes to e. Suppose the MRAI
timer is turned on at ¢ = 100 s, thus no announce-
ment can be sent out within interval [100,130).
Now suppose r(v) =€ at t = 105s, r(v) # € at time
t=110s, and r(v) = € at time ¢t = 115 s. The non-
empty path at =110 cannot be sent out, but
the two withdrawals are sent out at ¢t = 105, and
t = 115, respectively.

In the worst case, there can be y = Lﬁnj path
changes generated within .# seconds, where pn
is minimum message processing time. On the other
hand, according to the protocol definition, r(v)
cannot change from ¢ to ¢, the maximal number
of r(v) changes to ¢ is [5] withdrawals while the
r(v) change series is in a pattern of “withdrawal,
announcement, withdrawal, announcement, ...,
withdrawal, announcement,” or ‘‘announcement,
withdrawal,  announcement,  withdrawal, ...,
announcement, withdrawal,” or “withdrawal,
announcement, withdrawal, announcement, ...,
withdrawal, announcement, withdrawal.” In the
worst case, each of the [7] withdrawals can be sent
out within .# seconds.

However, it is not clear whether the above worst
case will ever happen in reality. Some forms of
duplicate update elimination can help remove part
of consecutive withdrawals, and processing time
for a duplicate withdrawal might be negligible com-
pared to a normal update which needs policy check-
ing and best-path re-computation, and a duplicate
withdrawal’s contribution to the queuing time is
negligible. In addition, a duplicate withdrawal can-
not change the receiver’s path. In other words,
duplicate withdrawals are ineffective. Therefore,
we have ignored duplicate withdrawals to simplify
our analysis.

In addition, the latest BGP standard revision
[20] has proposed to apply the MRAI time to with-
drawal messages as well (called Withdrawal Rate
Limiting, or WRATE). The duplicate withdrawal
problem discussed above does not exist if WRATE
is used. Furthermore, Assumption 1 should be
revised to “During any .# second interval, node
u can send at most 1 update to node v”’. Our Q
model results in this paper can be easily revised
with a different constant factor(replacing ““3” with
“1”) to get the results with WRATE used.
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